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Abstract 

At the altitude of the ionosphere, the brightest auroral phenomena are driven by a substorm triggered 

in the Earth’s magnetosphere through field-aligned currents. The spatiotemporal auroral variation 

reflects not only the magnetospheric disturbance but also dynamic physical processes at the 

magnetosphere and ionosphere (M-I) coupling region. Auroras formed at the M-I coupling region are 

characterized by fine-scale structures on the order of a few kilometers, and it is often suggested that 

dispersive Alfvén waves (DAWs) play an important role in the formation mechanism. Flickering auroras, 

which are known to have the fastest temporal variation among the auroral phenomena, may be generated 

by electromagnetic ion cyclotron (EMIC) waves, which are one type of DAWs, and they often appear 

before or during the auroral breakup. Open questions about flickering auroras are a upper limit of the 

flickering frequency and what conditions are needed to form flickering auroras. This thesis has the 

purpose of answering these questions by determining their generation mechanisms using high-speed 

fine-scale imaging observations. 

First, we designed a continuous observational system with a high spatiotemporal resolution, which 

was automatically controlled by a real-time auroral auto-detection system based on a machine learning 

technique. It was found that the accuracy of the auroral auto-detection was approximately 80% by 

comparison with the results judged by auto-detection and eye. It was also found that the amount of data 

was decreased by 75% using the auroral auto-detection system. We were finally able to obtain a 

continuous observational system with a spatial resolution of ~50 m at the 100 km altitude and a temporal 

resolution of 320 frames per second (fps) over three winter seasons.  

In order to clarify the necessary conditions for flickering auroras, we statistically investigated the 

basic property of flickering auroras using the automatic detection of flickering auroras. It is found that 

the occurrence rate is basically proportional to the background non-flickering auroral intensity and that 

the bright auroras without the flickering modulation occasionally appears as the isolated arc. These 

results indicate that it is hard to excite EMIC waves within a weak and narrow acceleration region. It is 

also found that the flickering frequency is narrowband and has no correlation with the background 

auroral intensity and the substorm phase. These signatures suggest that the flickering aurora occurs at 

the low-altitude acceleration region. This result shows that the low-altitude acceleration region would 

play an important role in the excitation of EIMC waves. For the first time, it was also found that the 

flickering amplitude (%) decreases with the background non-flickering intensity. This variation would 
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be formed by the difference between the electron velocity determined by the parallel potential drop and 

the phase velocity of EMIC waves. 

We also found the first evidence that flickering auroras may be modulated by H+-band EMIC waves, 

based on 160 fps optical observations. The fastest flickering aurora of 40–80 Hz transiently coexisted 

with the typical 10 Hz flickering as a result of O+-band EMIC waves within the brightest aurora around 

the magnetic zenith. This result is strong evidence that flickering auroras are generated by multi-ion 

EMIC waves.  

As an application of the high-speed imaging observations, we focused on the rapidly moving features 

of the pulsating aurora. A pulsating aurora has modulations of a few hertz embedded in the main 

pulsation. During a pulsation ON-phase, repetitive expansions are often observed around the edges of 

pulsating patches. Approximately 80% of all the deduced expansion speeds were less than 70 km s−1 at 

ionospheric altitudes, which is less than the projected Alfvén speed from the magnetospheric equator to 

the ionosphere. The rapid motions with speeds of tens of kilometers per second are unlikely to be 

explained by obliquely propagating chorus elements, which are known to cause 3 Hz modulation, 

because the perpendicular speed of the oblique chorus waves is faster than the Alfvén speed. One of 

candidates to generate the rapid spatial motions is the slow-mode Alfvén wave.  

Our high-speed fine-scale imaging observation is helpful to visualize wave-particle interactions and 

to monitor plasma environments in the M-I coupling region.  
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1   Introduction 

The subject of this thesis is auroras. This phenomenon is not only marvelously beautiful, but also a 

scientifically interesting phenomenon which is visible on Earth. Long ago, some believed that auroras 

were omens of disasters, or signs from deceased relatives or of war. As comprehension of the Earth and 

space sciences progressed, the aurora became an exciting research topic for scientists. In this chapter, a 

general introduction to the aurora and related phenomena in the Earth’s magnetosphere and ionosphere 

system are presented. 

 

1.1 Large-Scale Auroral Activity: Auroral Substorm 

One of the most important breakthroughs in understanding auroral phenomena is a model of large-

scale auroral oval activity, a so-called auroral substorm, first established by Akasofu [1964]. Although 

the characteristic features of auroral displays are dependent on the local time and magnetic latitudes, the 

time sequences of the auroral features over the entire polar cap were investigated using globally 

distributed ground-based observations. The lifetime of each auroral substorm is 1–3 hours and is divided 

into three phases depending on the time sequence: the quiet phase, expansive phase, and recovery phase. 

Figure 1.1 shows the development of the auroral substorm at each stage. The quiet phase (T = 0 min) 

starts from quiet arcs elongated in the east-west direction. The expansive phase follows, with the sudden 

brightening of the quiet arcs from 0–5 min, and the arcs rapidly moves in the poleward direction. 

Because of the bulge expansion in the midnight sector, folds are formed in the evening sector and rapidly 

move westward within 10–30 min, which is called a westward traveling surge. At this stage, cloud-like 

patches appear and drift westward or eastward in the evening sector or the morning sector, respectively. 

The recovery phase starts with the equatorward motion of the arc within 30 min to 1 hour. In the morning 

sector, the patches spread extensively and drift eastward. After the reestablishment and the equatorward 

motion of the faint auroral arcs, the auroral oval activity returns to the quiet phase.  
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Figure 1.1: Schematic of the development of the auroral substorm (From Akasofu [1964]). 

 

In order to understand the development processes of the auroral substorm, what triggers the substorm 

and how the magnetospheric structure changes during the substorm need to be resolved. The most crucial 

problems are the generation mechanism of the quiet arc and the initial brightening of the arc before and 

at the substorm onset in terms of a discontinuous phenomenon in the Earth’s magnetosphere and 

ionosphere system. Convection of the magnetospheric plasmas has been recognized to play an important 

role in understanding the substorm. The most traditional model was proposed by Dungey [1961] who 

introduced magnetic reconnections to drive the magnetospheric convection, as shown in the left panel 

of Figure 1.2. When interplanetary magnetic fields (IMF) have a southward component, the energy of 

the solar wind, which is an origin of auroral particles, is thought to be stored by the magnetic 
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reconnection at the dayside magnetopause. After the reconnection, the injected solar wind is dragged 

toward the midnight sector by flowing open field lines connected with the IMF under a “frozen-in” 

condition. This process forms a tail lobe region, which extends from the polar cap for hundreds of Re 

(Earth radius, 1Re = 6370 km) tailwards and has antiparallel open magnetic fields on the boundary of 

the plasma sheet region. With the thinning of the plasma sheet, the magnetic reconnection occurs around 

-20 Re, at the so-called near earth neutral line (NENL), and enhances the plasma convection. The reversal 

convection toward the Earth caused by the reconnection flows toward both the dawn and dusk sides. By 

assuming the frozen-in condition, we see that plasma flows in the northern ionosphere are driven by the 

magnetospheric convection and result in a two-cell convection pattern as illustrated in the right panel of 

Figure 1.2. Figure 1.3 indicates the magnetospheric structure and the sub structures mentioned above, 

which are divided by some boundaries. 

 

Figure 1.2: An illustration of the Dungey model for the convection pattern of the 

geomagnetic field lines connected to the IMF (left) by magnetic reconnections. The 

convection is carried by the field lines in the order indicated by the numbers. Ionospheric 

plasma motions driven by the convection are called two-cell convection (right) (From 

Kivelson and Russell [1995]).  
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Figure 1.3: An illustration of the three-dimensional cross-section diagram of the 

magnetosphere representing magnetic field lines, plasma regions, and current systems 

(From Kivelson and Russell [1995]). 

 

If the ionospheric convection exists, field-aligned currents (FACs), which are coupled to the 

magnetosphere, are necessary according to a conservation law for steady currents. Iijima and Potemra 

[1976] revealed spatial distributions of the large-scale FACs by statistical analyses of magnetometer 

observations obtained from a low-latitude satellite, as shown in Figure 1.4. The FAC system is 

traditionally divided into two groups: region 1 currents mostly connected to the magnetospheric 

boundaries, and region 2 currents closed in the inner magnetosphere. The high-latitude region 1 currents 

flow into the ionosphere in the morning sector and flow out from the ionosphere in the evening sector. 

The low-latitude region 2 currents flow in the opposite direction of the region 1 currents in each sector. 

Since the main dissipation region in the magnetosphere-ionosphere (M-I) coupling system is the 

ionosphere, the FAC plays an important role as a carrier of energy. Therefore, it is important to elucidate 

the processes which drive the FAC system.  
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Figure 1.4: Distributions and flow directions of large-scale field-aligned currents in the 

northern high-latitude region during weakly disturbed conditions (From Iijima and Potemra 

[1976]).  

 

The Dungey model is plausible only when the electric field of the ionosphere, which is projected 

from the magnetosphere along the magnetic field, is thought to be equipotential. However, it is becoming 

clear that many observational results and simulation studies conflict with the model. Tanaka et al. [2010] 

showed that a global M-I coupling simulation reproduced the primary observed signatures of the 3-D 

substorm structure and clarified the dynamical mechanisms. Figure 1.5 shows magnetohydrodynamics 

(MHD) simulation results for energy conversions in the convection flow system during the expansion 

phase of the substorm; the separate panels show work done by the flow motional energy (Ev), 

electromagnetic energy (Eb), thermal energy (Ep), and convection flow (-Vx). This figure indicates that 

there are two dynamos (J∙E < 0) driven by the enhanced pressure at the cusp-mantle region and inside 

the plasma sheet. It was also found that the region 1 FAC connects to the cusp-mantle dynamo and the 

region 2 FAC connects to the plasma sheet dynamo by current line tracing, and that all of the FACs are 

driven by magnetizing currents (grad P currents). The simulation study also provides new insight 

indicating that the substorm represents the development and transition of the convection system, rather 

than extraordinary plasma processes in the magnetosphere such as reconnection or instability.  
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Figure 1.5: Simulation result for energy conversion in the convection systems (-Vx) during 

the expansion phase of the substorm. Three panels show work done by the flow motional 

energy (Ev), electromagnetic energy (Eb), and thermal energy (Ep). In each panel, the upper 

half shows the noon-midnight meridian plane, and the lower half shows the equatorial plane 

(From Tanaka [2014]).  

 

It is worth noting that the global simulation is an extremely useful method to investigate the formation 

mechanisms of macroscale- and mesoscale- auroral phenomena (> tens of kilometers in scale) in the M-

I coupling system, such as the quiet arc, initial brightening, and the westward traveling surge [Ebihara 

et al., 2015a; 2015b; 2016]. Studies of fast and microscale auroral morphologies with less than a few 

kilometers in scale are beyond the scope of the global simulations. A valuable way to seek microscale 

auroral structure is via ground-based observation using imaging devices with a high spatiotemporal 

resolution.  

 

1.2 Earth’s Ionosphere 

Before showing detailed auroral phenomena, such as the auroral type or the acceleration mechanisms, 

an introduction to the Earth’s ionosphere is given in this section. Auroral phenomena occur when an 

accelerated electron is injected into the Earth’s upper atmosphere and excites the atmospheric molecules 
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or atoms. Almost all auroral light consists of emission lines and bands of neutral or ionized N2, O, O2, 

and N. Figure 1.6 shows number density profiles of the neutral species and electrons for the day (solid) 

and night (dashed). Although O has the largest number density in the gas above about 200 km, O2 

overtakes it near 110 km in altitude. Below and near 100 km in altitude, N2 and O2 are dominant.  

 

Figure 1.6: Typical density profile of the neutral species and the electrons for both day 

(solid) and night (dashed) for medium solar activity and low magnetic activity, calculated 

from the 1990 International Reference Ionosphere and the MSISE-90 neutral-density model 

(From Richmond and Lu [2000]).  

 

The auroral emission occurs approximately at an altitude between 80 km and 500 km; the altitude 

depends on the energy of the electrons injected into the ionosphere. The typical electron energy that 

occurs the aurora ranges from a few hundred eV to tens of keV. The electrons effectively ionize the 

atmospheric molecules or atoms at a stopping height dependent on the electron energy as shown in 

Figure 1.7.  
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Figure 1.7: Ionization rate by electrons with various energies when the electron number 

flux is 100 cm-2 s-1 sr-1 (From Turunen et al. [2009]).  

 

1.3 Type of Aurora 

The auroras significantly change their shape and intensity depending on the phase of the auroral 

substorm and the magnetic local time, as shown in Figure 1.1. They are mainly divided into two 

categories, discrete auroras and diffuse auroras, based on their different auroral intensities, structures, 

and formation processes.  

The discrete aurora is often visible to the naked eye and has various discrete forms depending on the 

relative distances between the observers and occurrence points such as auroral arcs, curtain-like auroras, 

and coronal auroras. The auroral arc is generally located along the east-west direction, and its 

longitudinal length ranges from several hundred kilometers to more than a thousand kilometers. The arc 

thickness varies from hundreds of meters to tens of kilometers. The discrete aurora appears on the high-

latitude auroral oval, as shown by the lines in Figure 1.8. The acceleration mechanisms of the discrete 

aurora have been investigated in detail by in-situ satellite observations and ground-based observations. 

Nowadays it is thought that not only a quasi-static acceleration by a parallel potential drop, but also an 

Alfvén wave acceleration, are important factors, as described in detail in the next chapter. Both 

mechanisms accelerate electrons coming from the plasma-sheet boundary layer into the ionosphere 

along the magnetic field line, using the parallel electric field.  
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The diffuse aurora is characterized by weak auroral emissions and consists of patches, veils, 

or pulsations. It often appears on the low-latitude side of the discrete aurora over a wide region 

for 1–2 hours, as shown by the shaded region in Figure 1.8. The electrons producing the diffuse 

aurora come from either the central plasma sheet or the near-Earth plasma sheet, and undergo 

pitch angle scatters by whistler waves around the magnetic equator. Since the electron energies 

used to produce the pulsating aurora are so high (on the scale of hundreds keV), it is thought 

that the electrons would have significant impact on the variation of the upper atmosphere 

throughout the process.  

 

Figure 1.8: Schematic diagram showing the occurrence locations of the discrete aurora and 

the diffuse aurora shown by lines and shaded regions, respectively (From Akasofu [1976]). 

 

 

1.4 Acceleration Mechanisms of Discrete Aurora 

1.4.1 Quasi-static Acceleration 

From rocket and satellite observations, the characteristic structures of precipitating electrons have 

been observed on the energy-time (E-T) spectrogram within the auroral arcs. These electrons have a 

monoenergetic peak between 1 and 10 keV and show variations in the peak energy flux, whose peak 

energy first increases then decreases in the so-called inverted-V structure [e.g., Frank and Ackerson, 

1971]. Figure 1.9 shows conjugate observational results using the FAST satellite to observe particle 

properties and an aircraft to capture all-sky images. When the satellite passed over the multiple arcs 

elongated in the east-west direction, a number of inverted-V electrons were observed. This result denotes 

an apparent one-to-one correspondence between the presence of the inverted-V structure and the auroral 

arc.  
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Figure 1.9: Snapshot of the multiple arcs captured from an aircraft (top). A number of 

inverted-V structures (middle) and a variation of the precipitated energy flux (bottom) 

obtained from the FAST observations when the satellite passed over the multiple arcs (From 

Stenbaek-Nielsen et al. [1998]). 

 

Another characteristic feature of the quasi-static acceleration is the large electric field (500–1000 mV 

m-1) discovered by S3-3 satellite observations [Mozer et al., 1977]. This electric field is thought to be 

the source of the discrete auroral arcs [Torbert and Mozer, 1978]. Figure 1.10 shows the electric field 

and the particle observations done within the region of the auroral magnetic field line by the FAST 

satellite [Ergun et al., 2000]. Panel (a) shows the electric field perpendicular to the ambient magnetic 

field around and inside the acceleration region, with large positive and negative changes. This result 

represents the convergence of the electric field structure and implies the existence of a parallel electric 

field to accelerate electrons. Panels (c–d) display the energy-time diagrams for electrons and ions, 

respectively; downward-accelerated electrons and upward-moving ion beams were simultaneously 

observed. This result indicates that upward parallel electric fields exist both below and above the satellite. 

Panel (b) displays the plasma density profile within the acceleration region; a depletion of the plasma 

density, the so-called plasma cavity, is clearly seen. It is found that the plasma cavity is dominated by 
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plasma sheet electrons with temperatures over 100 eV and that the density inside the cavity region is 

often less than 1 cm-3. 

 

Figure 1.10: Variations of the electric field perpendicular to the magnetic field, the electron 

density, and E-T diagrams for the electron and ion inside the quasi-static acceleration region 

observed by the FAST satellite (From Ergun et al. [2000]). 

 

Theoretical investigation of the quasi-static potential drop has been addressed. Knight [1973] 

established a current-voltage relation, the so-called ‘Knight relation’, which is written by a simple 

proportional relation between the field-aligned current in the ionosphere (j∥ion) and the parallel potential 

drop (∆Φ∥) over a broad range 1 ≪ e∆Φ∥/kBTe ≪ RM as follows: 

𝑗∥𝑖𝑜𝑛 = 𝐾∆Φ∥ 

where Te andRM are electron temperature, and the mirror ratio, and K is the Knight conductance given 

by  

𝐾 =
𝑒2𝑛

√2𝜋𝑚𝑒𝑘𝐵𝑇𝑒

,  

where me and n are electron mass and density.  
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This relationship shows that the parallel electric field can drive the field-aligned current against the 

magnetic mirror force, although Knight did not give a theoretical description of how the parallel electric 

fields are supported and how they are distributed. Morooka et al. [2003] illustrated the seasonal 

dependence of the altitude profile of the parallel acceleration region by using the Akebono satellite. 

They reported that most of the electron acceleration region is located at lower altitudes (3000–6000 km) 

in the winter season, although there is no apparent dependence of the altitude profile over a 3000–11000 

km range in the summer. They suggest that the seasonal changes to the acceleration region are likely 

controlled by the seasonal changes of the ambient plasma density on the auroral field line. Auroral 

kilometric radiation (AKR) has also been used for the altitude estimation of the auroral acceleration 

region, because it is emitted from the density cavity region through wave-particle interactions. Morioka 

et al. [2007] found two sources of AKR which develop prior to and during the substorm. The low-

altitude source region appears during the substorm growth phase in the altitude range from 4000–5000 

km. On the other hand, the high-altitude source region abruptly appears at the substorm onset in the 

altitude range from 6000–12000 km, due to either the current-driven instability or the Alfvénic 

acceleration. 

Detailed altitude distributions for the quasi-static potential drop have been investigated by various 

rocket and satellite observations. Figure 1.11 is a schematic illustration of the altitude distribution of 

the parallel potential drop in the upward current region [Ergun et al., 2004] derived from satellite 

observations and simulation studies. The location of the auroral potential is generally between ~1/2 and 

2 RE in altitude, and the parallel electric fields are concentrated in at least two locations along the 

magnetic field line. A low-latitude potential drop generally carries ~10% to ~50% of the total potential 

drop at the boundary layer between the ionospheric plasma and the cavity region and is characterized 

by a strong (e∆Φ > Te,i, where Te,i are the electron and the ion temperature) oblique double layer. Density 

cavities are confined by two layers of the electric field. Inside the auroral cavity, the majority of the 

population is made up of electrons of magnetospheric origin and, often, ions of ionospheric origin, and 

the quasi-neutrality is required by the electric field. 
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Figure 1.11: A schematic illustration of the parallel potential drop of the upward current 

region. Dashed lines and solid lines indicate the magnetic field line and the equipotential 

line, respectively (From Ergun et al. [2004]). 

 

1.4.2 Alfvénic Acceleration 
Although the inverted-V acceleration is a prevailing mechanism behind large auroral structures with 

sizes ranging from a few kilometers to tens of kilometers, how small-scale auroral structures are created 

has remained an open question for over half a century [e.g., Maggs and Davis, 1968]. Borovsky [1993] 

reviewed 22 mechanisms behind auroral arcs and concluded that there is no process to explain widths 

on the order of 100 m. The acceleration by Alfvén waves, the so-called Alfvénic acceleration, has been 

proposed for the smallest scale of the aurora [e.g., Stasiewicz et al., 2000].  

The Alfvén wave is a low-frequency electromagnetic wave in a conducting fluid. Assuming that the 

Alfvén wave propagates obliquely with an angle θ to the magnetic field line, which is oriented along the 

z-axis, it is possible to obtain three wave modes under the linear analysis of MHD equations for a wave 

with frequencies below the ion gyrofrequency: a shear Alfvén wave, and fast and slow magnetosonic 

waves. The shear Alfvén wave has a frequency  
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𝜔 = ±𝑘𝑉𝐴𝑐𝑜𝑠𝜃 

𝑉𝐴 =
𝐵

√𝜇0𝜌𝑖

 

where VA is the Alfvén velocity, and B, μ0, and ρi are the strength of the magnetic field, the permeability 

of free space, and the mass density of ions and electrons, respectively. The wave is purely transverse 

(incompressible), and does not propagate at θ =π/2, because the magnetic tension force vanishes at this 

value. The fast and slow magnetosonic waves have the frequency 

(
𝜔

𝑘
)

2

=
1

2
{𝑉𝐴

2 + 𝐶𝐴
2 ± [(𝑉𝐴

2 + 𝐶𝑠
2)2 − 4𝑉𝐴

2𝐶𝑠
2 cos2 𝜃]

1
2}, 

where 

𝐶𝑠 = √
𝛾𝑃0

𝜌0
 

where Cs is the speed of sound and P0, ρ0, and γ are the unperturbed thermal pressure, the mass density, 

and the ratio of specific heats, respectively. These two magnetosonic waves are compressible and 

correspond to the fast (+ sign) and slow (- sign) modes. The fast mode propagates in all directions, and 

the phase speed in the perpendicular direction (θ = π/2) is faster that the Alfvén speed mode. However, 

the slow mode cannot propagate perpendicular to B. The fast mode arises from the in-phase oscillation 

of the magnetic and plasma perturbations, and the slow mode arises from their out-of-phase oscillations. 

An ideal MHD wave cannot generate a parallel electric field and thus the wave does not contribute 

particle accelerations to form the auroral emission. There is, however, a domain that is changed by the 

dispersion relation of the Alfvén waves, where the wave can produce a parallel electric field. This 

happens when the wavelength perpendicular to the magnetic field becomes comparable either to the ion 

gyroradius at the electron temperature, ρs = (Te/mi)
1/2/ωc,i, the ion thermal gyroradius, ρi = (Ti/mi)

1/2/ωc,i 

[Hasegawa, 1976], or the collisionless electron skin depth, λe = c/ωp,e [Goertz and Boswell, 1979], where 

ωc,i is the ion cyclotron frequency and ωp,e is the electron plasma frequency given by 

𝜔𝑐,𝑖 =
𝑞𝑖𝐵

𝑚𝑖
 

𝜔𝑝,𝑒 = √
𝑛𝑒𝑒2

𝑚𝑒𝜀0
. 

There are two different forms of dispersive Alfvén waves (DAWs) with frequencies less than ωc,i 

which have a field-aligned electric field depending on the altitude. They are traditionally categorized 

into inertial Alfvén waves (IAWs) and kinetic Alfvén waves (KAWs). At the magnetosphere, the shear 

Alfvén waves are launched through a sheared plasma flow during magnetic storms or reconnections, 
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and propagate towards the ionosphere. At higher altitudes, the electrons are significantly hotter, and 

their thermal velocity, Vte=(2Te/me)
1/2, is higher than VA. In an intermediate β plasma region (me/mi < β 

< 1), the wave is characterized as a KAW, and the parallel electric force is balanced by the parallel 

electron pressure gradient. The dispersion relation and the electric field of the KAW can be written as 

follow: 

𝜔2 = 𝑘∥
2𝑉𝐴

2 [1 + (
𝑐𝑘⊥𝑉𝑡𝑒

𝜔𝑝𝑒𝑉𝐴
)

2

] 

𝐸∥

𝐸⊥
= −

𝑘∥𝑘⊥𝜌𝑠
2

1 + 𝑘⊥
2 𝜌𝑖

2. 

At lower altitude, however, where the plasma β is low (β < me/mi) at only 2–3 Re above the ground 

surface, Vte is less than VA and thus the wave has the property of an IAW, whose parallel electric field 

is supported by the electron inertia. The dispersion relation and the electric field of the IAW is  

𝜔2 =
𝑘∥

2𝑉𝐴
2

1 + 𝑘⊥
2𝜆𝑒

2 

𝐸∥

𝐸⊥
=

𝑘∥

𝑘⊥

𝑘⊥
2 𝜆𝑒

2

1 + 𝑘⊥
2 𝜆𝑒

2. 

When k⊥
2λe

2 ≪ 1, this relation is same as the relation of the MHD Alfvén waves. 

The electrons accelerated by the Alfvén waves have broad energy ranges from tens of eVs to keVs, 

field-aligned distributions, and time-of-flight (TOF) energy dispersions [e.g., Arnoldy et al., 1999; Tung 

et al., 2002; Chen et al., 2005]. Figure 1.12 shows an example of simultaneous observations for the 

electrons and the auroral distribution obtained from the REIMEI satellite, which consecutively observed 

electrons accelerated by both Alfvén wave and quasi-static inverted-V potential. The discrepancy in the 

electron energy range is clearly seen during the first 10 s and the last 10s in Figure 1.12a. Wavenumbers 

perpendicular to B were estimated from the vorticity as shown in Figure 1.12d-e, which is calculated 

from the optical flow. The figure shows the different distributions of the wavenumbers between the two 

acceleration mechanisms, using a dispersion relation for the Alfvén wave and a current-voltage relation 

for the theoretical quasi-static acceleration model. 
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Figure 1.12: Simultaneous observation of electrons (a) and fine-scale auroral structures (b 

and c) accelerated by the Alfvén wave and the quasi-static potential obtained from the 

REIMEI satellite. Vorticity (d and e) derived from the optical flows is shown by the small 

arrows in Panel b-e (From Chaston et al. [2010]). 

 

After detailed study of small-scale auroral morphology, Semeter et al. [2006; 2008] reported that 

breakup arcs consist of “arc packet” structures on the order of 100 m, which repeatedly propagate away 

from the center of the arc packet and then fade out at some distance like a cascade, as shown in the left 

panel of Figure 1.13. They proposed that the small-scale motion is formed by the upward parallel 

electric field of the inertial Alfvén wave propagating obliquely within a resonance cone, as shown in the 

right panel of Figure 1.13. A schematic illustration indicates that the auroral structures move with a 

group velocity perpendicular to B away from the center of the arc, when the inertial Alfvén wave 

propagates away from an apex of the resonance cone.  
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Figure 1.13: Schematic illustration of auroral structures formed in an inertial Alfvén 

resonance cone by the electron acceleration process through the parallel electric field of the 

dispersive Alfvén wave (From Semeter et al. [2008]). 

 

Figure 1.14 also shows the simultaneous optical and electron observations obtained from the REIMEI 

satellite [Asamura et al., 2009]. Electrons accelerated by the inertial Alfvén wave are embedded with 

the inverted-V electrons during two time periods shown by blue horizontal lines in the top panel of 

Figure 1.14. While these electrons are observed, there are four distinct arcs labeled A, B, C, and D in 

the bottom panel of Figure 1.14. These arcs have fine structures such as folds, vorticities, and shear 

flow motions with speeds between 14–18 km s-1. Asamura et al. [2009] proposed that instabilities in the 

shear flow motion may drive the emission of the inertial Alfvén wave, which then accelerates electrons 

below the quasi-static acceleration region. 
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Figure 1.14: Simultaneous measurements of electrons (topl) and fine-scale auroral 

structures (bottom) obtained from the REIMEI satellite (From Asamura et al. [2009]). 
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1.5 Flickering Aurora 

1.5.1 General Property 

A flickering aurora is a type of discrete aurora with periodic luminosity oscillations, and has been 

observed by ground-based imaging observations since the 1960s [e.g., Paulson and Shepherd, 1966]. 

The flickering aurora was named by Beach et al. [1968] in distinction from pulsating auroras, which are 

classified under the diffuse aurora. It typically appears as small spots or patches within active and bright 

auroral arcs, or as surges just prior to and during auroral breakup [Beach et al., 1968; Berkey et al., 

1980; Kunitake and Oguti, 1984; Sakanoi and Fukunishi, 2004]. When viewed along the magnetic field 

line, it forms clusters of rotating and drifting small spots or patches with 1–20 km diameters [e.g., Beach 

et al., 1968; Oguti, 1978; Kunitake and Oguti, 1984; Sakanoi and Fukunishi, 2004; Sakanoi et al., 2005]. 

When viewed from the perpendicular direction to the magnetic field line, on the other hand, it appears 

as vibrating columns of auroras vertically elongated up to 10–40 km [Oguti, 1978; Kunitake and Oguti, 

1984; Sakanoi and Fukunishi, 2004]. The typical frequency is 3–15 Hz [e.g., Paulson and Shepherd, 

1966; Beach et al., 1968] which is comparable to oxygen ion cyclotron frequencies at altitudes of a few 

thousand kilometers. The flickering amplitude has often been reported as 10%–20% of the background 

auroral intensity [Berkey et al., 1980; Kunitake and Oguti, 1984; Sakanoi and Fukunishi, 2004; 

Gustavsson et al., 2008; Grydeland et al., 2008; Whiter et al., 2010]. 

 

1.5.2 Generation Model 

Many satellites and sounding rockets have observed electron flux modulations in auroral arcs. These 

electrons are considered to form the flickering aurora. They usually appear as field-aligned electron 

bursts (FABs) with a repetitive frequency ranging from a few Hz up to the vicinity of 100 Hz [Lin and 

Hoffman, 1979; Spiger and Anderson, 1985; McFadden et al., 1987], which are embedded into the 

inverted-V electrons. They also have energy dispersion structures over a wide range from a few tens of 

eV up to a few keV, which is comparable to inverted-V energies as shown in Figure 1.15 [e.g., Arnoldy 

et al., 1999; Tung et al., 2002; Chen et al., 2005]. On the other hand, some studies reported that the 

electron energy range was well above the inverted-V energy, reaching values up to 120 keV [e.g., Evans, 

1967; Arnoldy, 1970], and that it was restricted to a narrow energy range below the peak energy, of only 

10–20 keV [e.g., Spiger and Anderson, 1985; McFadden et al., 1987]. The source altitudes of the FABs 

have been estimated at 2400–11000 km, which is comparable to the altitude range of the parallel 

potential drops, using three different methods: energy-time dispersions [McFadden et al., 1987; Arnoldy 

et al., 1999; Tung et al., 2002], pitch angle-time dispersions [Temerin et al., 1993; Arnoldy et al., 1999], 

and the lag time of wave oscillations and electron flux modulations [Lund et al., 1995]. 



20 

 

 

Figure 1.15: An example of field-aligned electron bursts observed by the PHAZE-II rocket. 

The color scale shows the count rate in units of 103 counts/s (From Arnoldy et al. [1999]). 

 

There were several models postulated to explain the repetitive electron bursts. Evans [1967] 

suggested that the flux oscillations could be produced by wave-particle interaction. The plasma waves 

excited by a monoenergetic electron beam resonate with the electrons of a certain gyrofrequency and 

heat them up to high energy in a direction perpendicular to B. The flux oscillation is caused by the 

repetitive relaxation variation of the wave with a time constant from excitation to damping. Perkins 

[1968] quantitatively extended Evans’ model to explain stochastic acceleration by electrostatic plasma 

waves due to beam-driven instability. They estimated a critical value of the monoenergetic electron flux 

(7 × 109 cm-2 s-1 str-1) required to cause the stochastic acceleration, and found that the acceleration occurs 

on a time scale of 10-2 s. This model, however, could not form lower-energy field-aligned flux 

modulations.  

To interpret the lower-energy field-aligned flux modulation, Lin and Hoffman [1979] suggested that 

the field-aligned fluxes were produced from cold secondary electrons heated parallel to B by Langmuir 

waves, which are assumed to be produced by instabilities in the primary inverted-V electrons although 

the large wave amplitudes required to cause the wave heating have not been observed. Lotko [1986] also 

suggested that the cold secondary electrons are trapped at the edge of the acceleration region through a 

turbulent process of E × B drift motion and are released by an ion cyclotron wave. 

Arnoldy et al. [1999] reported FABs which have energy dispersion ranging from the order of an eV 

to a keV, and pitch angle-dispersions at energies equivalent to inverted-V electrons at the same time. In 

order to explain these signatures, they proposed another mechanism: a spatially limited inverted-V 

potential that turns on and off at ion cyclotron frequencies.  

The most widely supported model is Landau resonance interactions between electrons and 

electromagnetic ion cyclotron (EMIC) waves, suggested by Temerin et al. [1986]. The equation of the 

resonance condition is given by 
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𝑉∥𝑝 =
𝜔

𝑘∥
= 𝑉∥𝑒 , 

where Vǁp and Vǁe are the parallel phase velocity of EMIC waves and the parallel velocity of the 

resonance electron, respectively. EMIC waves are dispersive Alfven waves with a dispersion relation 

given by 

𝜔2

𝑘||
2 =

𝑉𝐴
2 (1 −

𝜔2

𝜔𝑐𝑖
2 )

1 + 𝑘⊥
2 𝜆𝑒

2 , 

when k⊥ ≫ k∥, and electric fields can be written as follow: 

𝐸||

𝐸⊥
=

𝜔 (𝑚𝑒
𝑀𝑖

⁄ )
1/2

(𝜔𝑐𝑖
2 − 𝜔2)

1/2
(1 + 1

𝑘⊥
2 𝜆𝑒

2⁄ )
1/2

. 

We get the dispersion relation of the IAW from that of EMIC waves using the low frequency limit ω ≪ 

ωci. Figure 1.16 represents altitudes profiles of the magnetic field strength, number densities of the 

electron and ions, cyclotron frequency, and electron inertia length, respectively. The magnetic field is 

calculated by the IGRF model in the magnetic zenith at the observational site. The height profiles of the 

proton and oxygen are given by  

𝑛𝐻 = 1200/ 𝑒𝑥𝑝 (
𝑧

5000
) 

𝑛𝑂 =
2.64×106

𝑒𝑥𝑝 (
50.42×𝑧
15000

)
+

𝑛𝐻

1.5
 

𝑛𝑒 = 𝑛𝐻 + 𝑛𝑂 , 

where nH, nO, and ne are number densities (cm-3) of protons, oxygen ions, electrons at the altitude z (km), 

respectively. These relations were modified by Sakanoi et al. (2005) based on the altitude profiles used 

by Temerin et al. [1986] and represent the typical density in the auroral acceleration region except for 

the cavity region. The cyclotron frequencies and electron inertial length were calculated from the 

modelled magnetic field and electron density profiles, respectively.  
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Figure 1.16: Altitudes profiles of the magnetic field strength (a), number densities of 

electrons, protons, and oxygen ions (b), cyclotron frequency of protons, helium and oxygen 

ions (c), and electron inertial length (d), respectively. 
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As shown in Figure 1.17, the parallel phase velocity of the wave increases as the wave propagates 

toward the ionosphere, but its amplitude decreases. They showed that some of the field-aligned electrons 

originated from the ionosphere (cold secondary electrons) and that the ionospheric electrons trapped or 

reflected by the wave were accelerated up to keV energies below the main auroral acceleration region 

by a test particle simulation. They also found that the electron flux was modulated at the wave frequency 

depending on a local cyclotron frequency. However, it is pointed out that in this model, the electrons 

were accelerated up to only a few keV by realistic wave amplitudes [McFadden et al., 1987].  

 

Figure 1.17: A schematic illustration of the amplitude and parallel phase velocity of the 

electromagnetic ion cyclotron wave (From Temerin et al. [1986]). 

 

Lund et al. [1995] reported a first simultaneous observation of FABs and electromagnetic wave 

oscillations obtained by a sounding rocket launched into a strongly flickering auroral arc as shown in 

Figure 1.18. All the frequencies of the electron flux modulation, the wave oscillation, and the auroral 

intensity variation were approximately 10 Hz, which is comparable to the oxygen ion cyclotron 

frequency at an altitude of 4500 km. Temerin et al. [1993] showed in a simulation study that the H+-

band EMIC wave with frequencies between fHe+ and fH+ could create flux modulations of field-aligned 

electrons with the same frequency; the result was supported by simultaneous observations of particles 

and waves obtained from the FAST satellite [McFadden et al., 1998]. Other satellites and sounding 

rockets have identified H+-band EMIC waves [e.g., Gurnett and Frank, 1972; Temerin and Lysak, 1984; 

Gustafsson et al., 1990; Erlandson and Zanetti, 1998].  
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Figure 1.18: A simultaneous observation result of electromagnetic waves and electron flux 

fluctuations with oxygen ion cyclotron frequencies observed by the Auroral Turbulence 

sounding rocket launched into the flickering aurora (From Lund et al. [1995]). 

 

Erlandson and Zanetti [1998] statistically investigated the occurrence property of EMIC waves using 

the Freja satellite and showed that the wave often occurs at auroral latitudes (68°–72° invariant latitudes) 

in the premidnight sector (1800–0100 MLT) with a seasonal dependence, whose properties are same as 

those of the inverted-V electron precipitation. They suggested that the free energy of EMIC waves is 

the auroral electron precipitation. The plausible candidate has been thought of as a beam-driven 

instability, which occur in or just below the auroral acceleration region [e.g., Temerin and Lysak, 1984]. 

Numerical studies on the growth rate of O+ EMIC waves, however, could not explain the observation 

[Lund and LaBelle, 1997]. In order to increase the growth rate, the colder electron beam or the larger 

beam density relative to the total electron density, which means the auroral cavity region, than assumed 

model are required. These results also implying that nonlinear or inhomogeneous plasma effects must 

play an important role in the instability. In addition, the maximum convective growth rate is clearly 

proportional to the frequency except frequencies close to the cyclotron frequencies duo to the cyclotron 

damping effects. The excitation mechanisms of EMIC waves including the effects of the nonlinear 

inhomogeneous plasma with the finite temperature has remained an open question. 

In a multi-ion species plasma, the propagation properties of EMIC waves in the multi-ion plasma are 

more complicated than those in a single species as shown in Appendix [Smith and Brice, 1964].  



25 

 

Gustafsson et al. [1990] also reported that He+-band events at frequencies between the cyclotron 

frequency of oxygen ions, fO+, and that of fHe+ were observed by the Viking satellite, although it was 

revealed by ray tracing calculations that these waves are typically difficult to detect because the He+-

band wave tends to latitudinally spread out to an extent that exceeds those of the H+-band and O+-band 

waves with frequencies <fO+ [Lund and LaBelle, 1997]. McHarg et al. [1998] found auroral intensity 

fluctuations with a broadband frequency in the range of 35–60 Hz and with a maximum frequency of 

180 Hz by using a ground-based high-speed photometer, and these fluctuations were interpreted as 

lighter ions such as He+ or H+.  

The generation mechanisms of the temporal and spatial structures of the flickering aurora have been 

considered. Sakanoi et al. [2005] suggested that the spatiotemporal variations of flickering patches can 

be formed by interference waves, which are consisting of an incident wave and a reflected wave, in a 

resonance cone as shown in the top left panel of Figure 1.19. The top right panel of Figure 1.19 shows 

a schematic illustration of the dark (A) and bright (B) flickering patches which are formed by the 

downward (A’) and upward (B’) parallel electric field of a single wave with a perpendicular propagation 

angle. The scale of the flickering patch corresponds to half of the perpendicular wavelength (λ⊥) of the 

wave mapped onto the auroral emission altitude, and the flickering frequency is reflected by the wave 

frequency. Sakanoi et al. [2005] also showed that the interference wave with opposite perpendicular 

wave vectors could form standing flickering patches (Case A) and drifting flickering patches in the 

horizontal direction with time (Case B), as shown in the bottom panel of Figure 1.19, using a simple 

equation given by  

𝐸∥ = 𝐸∥1 cos(𝑘𝑥1𝑥 + 𝑘𝑧1𝑧 − 𝜔1𝑡) + 𝐸∥2 cos(𝑘𝑥2𝑥 + 𝑘𝑧2𝑧 − 𝜔2𝑡), 

where E‖s, kxs, kzs, and ωs are the parallel electric field, the horizontal and vertical wavenumbers, and the 

angular frequency of the s-th wave, respectively. In order to get a clear insight into the spatiotemporal 

patterns of the flickering patch, it is assumed that E1 = E2 = E and kz is constant at a given altitude z, and 

then the equation shown above can be rewrote as follow: 

𝐸∥ =  2𝐸 𝑐𝑜𝑠 (
1

2
{(𝑘𝑥1 + 𝑘𝑥2)𝑥 − (𝜔1 + 𝜔2)𝑡)}) ∙ 𝑐𝑜𝑠 (

1

2
{(𝑘𝑥1 − 𝑘𝑥2)𝑥 − (𝜔1 − 𝜔2)𝑡)}). 

This equation clearly shows that Eǁ has two modulated components of the wave frequency and the 

horizontal phase velocity: a high-frequency component with frequency ωh = (ω1 + ω2)/2, a low-

frequency component with frequency ωl = (ω1 – ω2)/2, a large phase velocity vph = 2ωh/|kx1 + kx2|, and a 

small phase velocity vpl = 2ωl/|kx1 – kx2|. The interference wave comprising two waves with two different 

frequencies and wavenumbers makes beat and moire patterns, determined by ωh, ωl, vph, and vpl, in the 

spatial and temporal variation. Gustavsson et al. [2008] also showed that the rotating motion of the 

flickering patch could be formed by more than two waves, by extension of Sakanoi’s model. 
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Figure 1.19: A schematic illustration of the generation mechanism of the flickering patch 

(above) and calculation results of time variations of the flickering patch formed by 

interference waves (bottom) (From Sakanoi et al. [2005]). 

 

1.5.3 Recent Observations 

A multispectral narrow FOV (3.1° × 3.1°) observation revealed that many examples of the smallest 

flickering structures as narrow as 160 m at the ionospheric altitude, which were four times larger than 

the spatial resolution of the camera [Whiter et al., 2008]. In order to investigate the spatial characteristics, 

Michell et al. [2012] conducted 2D-spatial Fourier analyses of the flickering events. Figure 1.20 shows 

power spectral densities of the flickering event in the north-south and east-west directions. They showed 

that an asymmetry of the flickering patch scale, whose east-west direction was twice as large as its north-

south direction, and also that the perpendicular wavenumber does not extend larger than 2 × 10-3 m-1. 

They suggested that the asymmetry of the patch structures is produced by interfering EMIC waves with 

different k and ω. The smallest scale of the flickering structure is comparable to the O+ ion gyroradius 

scale. They also suggest that the finite gyroradius effect makes a cutoff of the flickering patch size.  
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Figure 1.20: Spatial power spectral densities of the north-south and east-west directions 

(From Michell et al. [2012]). 

 

Whiter et al. [2008] also reported that there is a temporal correlation between the flickering strength 

and the background auroral intensity, although there is no spatial correlation between the two on a small 

scale. They concluded that the spatial de-correlation is possible to be formed by EMIC waves rather 

than the on/off turning of the potential structure proposed by Arnoldy et al. [1999]. 

Whiter et al. [2010] found rise or fall signatures of the flickering frequency with short intervals (1–2 

s), called chirps, in a few flickering events as shown Figure 1.21. They also found that the flickering 

electron energies are from 10 to 40 keV, which were estimated from a power spectral density ratio of 

OI and N2 emissions, and that the flickering electron energies were higher than the background non-

flickering electron energies estimated from the intensity ratio of OI and N2. This results indicate that the 

wave acceleration occurs at altitudes above the potential drop and the flickering electron is accelerated 

by the potential drop again. Kataoka et al. [2011] reported that the precipitating electron energy at the 

leading front of the moving flickering patch is higher than that at the trailing part, by taking high-speed 

observations at wavelengths of 670.5 and 844.6 nm. They suggest that this signature probably associated 

with the Landau damping or TOF effect.  
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Figure 1.21: Intensity and frequency variations of two emissions when a down chirp was 

observed. Flickering electron energies were estimated from the power spectral density ratio 

of the two emissions (From Whiter et al. [2010]). 

 

Recently, Yaegashi et el. [2011] determined that approximately one third of flickering events 

involved broadband frequencies in the range of 20–50 Hz by using high-speed imaging, as shown Figure 

1.22. The flickering events could not be explained by O+ EMIC waves, shown by a dashed line, because 

the frequency ranges and spatial scales estimated by the Fourier analysis were not consistent with the 

theoretical dispersion curve of the O+ EMIC wave. These results indicate that He+ and H+ EMIC waves 

may also contribute to produce the high frequency flickering auroras. However, the time resolution of 

the imaging system was not sufficiently high to detect variations >50 Hz due to the 100 fps sampling.   
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Figure 1.22: Dispersion relation estimated from the flickering frequencies and the patch 

sizes observed by the ground-based imaging of a 100 fps sampling (From Yaegashi et al. 

[2011]). 

 

1.6 Purpose 

The main purpose of this thesis is to elucidate the generation mechanisms of the flickering aurora. 

The flickering aurora has been thought to be generated near the auroral acceleration region where is 

corresponding to M-I coupling region and is required comprehensive understanding through the field-

aligned current. The cavity region, which is also thought to be the source of the flickering aurora, is also 

regarded as an excitation source of many plasma waves. In order to understand the generation 

mechanisms of the fine-scale auroral morphology including the flickering aurora, it is necessary to 

clarify the wave excitation process and the wave interaction with electrons. In this study, we installed 

the ground-based high-speed imaging observation as a means of visualizing the M-I coupling region in 

detail. Understanding the generation mechanisms of the flickering aurora would contribute to our 

comprehension of the plasma physics for the wave-particle interaction within the auroral acceleration 

region.  

In order to elucidate the generation mechanisms, this study focuses on the occurrence property and 

the frequency property of the flickering aurora. Many previous studies have reported that flickering 

auroras often occur just before and during the auroral breakup. However, there has also been a few 

reports on flickering auroras that were not associated with a breakup [e.g., Berkey et al., 1980; Kunitake 

and Oguti, 1984; McHarg et al., 1998; Sakanoi and Fukunishi, 2004]. Sakanoi and Fukunishi [2004] 

pointed out that the flickering occurrence rate is not necessarily proportional to the auroral luminosities. 
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The characteristics of auroral with and without flickering structure has been remained unclear, since the 

statistical study on the flickering aurora is rare. In this study, statistical studies are conducted to 

investigate the relations between the flickering occurrence and the background auroral intensity and the 

background micro-scale shear motions by developing the continuous observational system.  

Another basic property of the flickering aurora is flickering amplitudes. The flickering amplitude to 

the background auroral intensity has been reported to be 10%–20% in many previous studies [Berkey et 

al., 1980; Kunitake and Oguti, 1984; Sakanoi and Fukunishi, 2004; Gustavsson et al., 2008; Grydeland 

et al., 2008; Whiter et al., 2010]. However, the origin of this ratio is not yet understood. In this study, 

we statistically investigate the flickering amplitude and aim to clarify the meaning of the flickering 

amplitude. 

In a multi-ion species plasma, H+-band EMIC waves were identified by in situ satellite observations 

[e.g., Gurnett and Frank, 1972; Temerin and Lysak, 1984; Gustafsson et al., 1990; Erlandson et al., 

1998]. McFadden et al. [1998] reported the simultaneous observation of H+-band EMIC waves and the 

flux modulation of field-aligned electrons with the same frequency as the wave by using the FAST 

satellite, which was predicted based on a simulation study by Temerin et al. [1993]. Gustafsson et al. 

[1990] also reported that He+-band events were observed by the Viking satellite, although it was revealed 

by ray tracing calculations that these waves are typically difficult to detect because the He+-band wave 

tends to latitudinally spread out to an extent that exceeds those of the H+-band and O+-band waves [Lund 

and LaBelle, 1997]. These satellite observations imply the possibility that both He+-band and H+-band 

EMIC waves contribute to produce high-frequency flickering auroras. 

McHarg et al. [1998] found auroral intensity fluctuations with a broadband frequency in the range of 

35–60 Hz and with a maximum frequency of 180 Hz by using a ground-based high-speed photometer, 

and these fluctuations were interpreted as lighter ions such as He+ or H+. Recently, Yaegashi et el. [2011] 

found that approximately one third of flickering events involved broadband frequencies in the range of 

20–50 Hz by using high-speed imaging. The flickering events were interpreted as He+-band EMIC 

waves as opposed to O+-band EMIC waves. However, the time resolution of the imaging system was 

not sufficiently high to detect variations >50 Hz due to the 100 fps sampling. In order to investigate the 

frequency property of the flickering aurora, we test the hypothesis that the flickering auroras are 

generated by multi-ion EMIC waves by realizing the ground-based high-speed imaging observation with 

a sampling rate of 160 fps. 

As an application of the high-speed imaging observations, we focus on rapid spatial motions of the 

pulsating aurora. The pulsating aurora is characterized by an irregular ON-OFF switching of the auroral 

intensity and a quasi-periodic intensity modulation of 3 Hz. The complicated spatial and temporal 

motions of pulsating patches have been observed and classified into several types [e.g., Oguti, 1978; 

Yamamoto and Oguti, 1982]. However, spatial variation in pulsating patches associated with the 3 Hz 
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intensity modulation has rarely been reported, except for Nishiyama et al. [2016]. In order to investigate 

the fundamental property of the pulsating aurora, such as the velocity and the direction for the motion, 

we investigate the rapid spatiotemporal motions of the pulsating aurora. 

This thesis consists of 7 chapters. In Chapter 1, a general introduction of the Magnetosphere and the 

Ionosphere, an introduction of the flickering aurora, and purpose of this thesis are presented. In Chapter 

2, high-speed imaging cameras used in this study and the new observational system with the auroral 

auto-detection system is described. In Chapter 3, in order to clarify the basic property of the flickering 

aurora, the statistical study on the occurrence property of the flickering aurora and on the flickering 

amplitude are described. In Chapter 4, an event study on the fastest flickering aurora was investigated 

to clarify the frequency property of the flickering aurora. In Chapter 5, I also investigate another aurora 

with quasi-periodic luminosity oscillation, that is the pulsating aurora, with the spatial motion 

accompanied with the 3 Hz modulation, as an application of the high-speed imaging observations. In 

Chapter 6, we comprehensively discuss the necessary condition and the generation mechanisms of the 

flickering aurora. General conclusions are given in Chapter 7. 
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2   Observations 

In order to investigate the basic properties and the fastest modulation of the flickering aurora, our 

observational system needed to be designed so that the fine-scale structure on the order of 10 m with the 

fast motion at over 100 Hz can be continuously detected. To achieve the spatiotemporal resolution, an 

observational system had been developed by National Institute of Polar Research (NIPR) and Institute 

for Space-Earth Environmental Research (ISEE) at Nagoya University since 2014 as a collaborative 

project. The author was particularly involved with the development of a continuous observational 

system shown in Section 2.3. The observational system and the setting parameters to acquire images 

were updated every year. This chapter describes the specifics of the cameras used in this study, the 

configuration of the observation system and the data acquisition systems, for three winter seasons. 

 

2.1 Instrumentation 

2.1.1 sCMOS Camera 

In order to reveal the high-speed and fine-scale auroral morphology, we introduced scientific 

complementary metal-oxide semiconductor (sCMOS) cameras (ORCA-Flash 4.0 V2, Hamamatsu 

Photonics, shown in Figure 2.1). The readout structure of CMOS image sensors is different from that 

of well-known charge coupled device (CCD) image sensors. Each pixel of the CCD image sensor 

consists of a photodiode and a container to convert the incident light into accumulated electric charges 

at each container. The electric charges are carried by the bucket brigade method and finally converted 

into an amplified voltage. In contrast, each pixel of the CMOS image sensor consists of a photodiode 

and an amplifier to convert the incident light into amplified voltages. The voltage is directly read out 

from each pixel by continuous switching. The CMOS image sensor can also read out only signals from 

the selected area, which is referred to as a sub-array function, using on-chip column analog-to digital 

converters. This function enables the high-speed read out, depending on the selected area size. In 

addition, correlated double samplings are adopted to suppress the generation of the noise. Due to these 

differences in the sensor structure, the CMOS image sensor is able to achieve a low-noise and high-

speed readout. The sCMOS camera used in this study actually achieved the high-speed readout of up to 

100 fps for the 2048 × 2048 pixel image, which could not be accomplished by other CCD cameras. For 
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these reasons, it can be said that the greatest advantage of the sCMOS is the high spatiotemporal 

resolution. 

 

Figure 2.1: sCMOS camera (ORCA-Flash 4.0 V2, Hamamatsu Photonics) equipped with 

a NIKKOR 50 mm/F1.2 lens. 

 

2.1.2 Calibration 

An important factor to determine the sensitivity of cameras is a quantum efficiency (QE), which is a 

conversion efficiency from incident light (P) to the electric charge. The quantum efficiency of the 

sCMOS camera used in this study is also adequately high; it is more than 80% at 600 nm. An input 

signal (S) detected in one pixel is expressed as follows: 

𝑆 = 𝑃×𝑄𝐸×𝑀 

where M is a multiplication constant of the charge in EM-CCD (Electron Multiplying CCD) camera, 

which is referred to as EM gain, with a range from 1 to 1200. EM-CCD cameras are also one of the 

sensitive cameras widely used. The value of EM gain of the sCMOS camera is 1, since the sCMOS 

camera does not have the charge multiplication.  

In order to know the performance of the sCMOS camera, it is important to quantitatively evaluate the 

noise level. A total noise detected in one pixel is given by: 

𝑁 = √𝑁𝑠
2 + 𝑁𝑟

2 + 𝑁𝑒
2 + 𝑁𝑑

2 + 𝑁𝑏
2  

where Ns is the photon shot noise, Nr is the readout noise, Ne is the excess noise, Nd is the noise from the 

dark current, and Nb is the background light. The photon shot noise is caused by fluctuations of the 

conversion from the incident light to charge and is expressed as follows: 

𝑁𝑠 ∝ √𝑃×𝑄𝐸 
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The readout noise is caused by reset on the conversion amplifier from charge to voltage. The excess 

noise is produced by the charge multiplication in the EM-CCD camera, and the noise factor (Fn) is 

statistically calculated to be √2. The factor of the CMOS camera is 1. The others are noises that caused 

by the dark current occurring even without the incident light and by the background light when the 

background light is overlapped with the object light. The main factors to determine the detection limit 

of the camera are the readout noise and dark current of the sensor. According to the catalog values, a 

2048 × 2048 pixel image acquired at the 100-fps sampling rate necessarily includes the readout noise of 

1.0 electrons (the median value) and of 1.6 electrons (the root mean square (rms)). The dark current 

noise of 0.06 electrons/pixel/s is also included. The root sum square value of the readout noise (rms) 

and the dark current noise can be estimated as 3.5 count by using a coefficient conversion from count to 

electron corresponding to 0.46 electrons/count. The value corresponds well with the standard deviation 

obtained from the calibration experiment shown in Figure 2.2.  

We conducted calibration experiments using an integrating sphere owned by NIPR before the 

observation. Figure 2.2 shows the frequency distribution for a bias intensity which is likely to consist 

of the readout noise and the dark current in each pixel of two different images which were captured with 

the different exposure times of 1 ms and 100 ms, respectively. These images were obtained without 

binning option and shielded from the background light by using the lens cap. Figure 2.2a shows that 

the median values and the standard deviations of bias intensity of each image are approximately 100 

count and 3.3 count, respectively, despite of the exposure time. The standard deviation is consistent with 

the catalog value. Figure 2.2b shows the frequency distributions when 4 × 4 binning is applied, the 

median values and the standard deviations are approximately 1600 count and 14 count, respectively. 

Since our observation was always conducted by using the 4 × 4 binning option to gain the intensity, the 

bias intensity of 1600 count was subtracted from the original auroral intensity data in advance, and the 

intensity variation less than ±7 count was regarded as the noise.  
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Figure 2.2: Frequency distributions of a bias intensity caused by the readout noise and the 

dark current in each pixel of two images which were captured with the different exposure 

times of 1 ms (red) and 100 ms (blue) by using no binning option (a) and the 4 × 4 binning 

option (b). 

 

In order to quantitatively evaluate the signal-to-noise ratio (S/N) of the sCMOS camera, the following 

equation is defined: 

𝑆

𝑁
=

𝑆𝑖𝑔𝑛𝑎𝑙̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝐵𝑖𝑎𝑠̅̅ ̅̅ ̅̅

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑆𝑖𝑔𝑛𝑎𝑙
 

where Signal is the median value of the intensity of the incident light, and Bias is the median value of 

the bias intensity shown in Figure 2.2. Figure 2.3 shows the S/N of the sCMOS camera with respect to 

the intensity of the incident light. Since the previous studies report that the flickering amplitude is 10%–

20% of the background auroral intensity [Berkey et al., 1980; Kunitake and Oguti, 1984; Sakanoi and 
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Fukunishi, 2004; Gustavsson et al., 2008; Grydeland et al., 2008; Whiter et al., 2010], the incident light 

intensity is needed to exceed approximately 400 count, which satisfies the S/N >10, in order to detect 

the flickering aurora with the amplitude >10% using 4 × 4 binning option.  

 

Figure 2.3: S/N values for the sCMOS camera with respect to the incident light intensity. 

 

Recently, the EM-CCD camera is also used to investigate the fine-scale fast auroral variation [e.g., 

Whiter et al., 2008; Dahlgren et al., 2012; Michell et al., 2012; Yaegashi et al., 2011]. Figure 2.4 shows 

the S/N values of our sCMOS camera and the typical EM-CCD camera (ImagEM) with respect to the 

incident light. The S/N shown here is relative to the value of a perfect device with 100% quantum 

efficiency and no noise. The setting condition to acquire the data are the following: EM gain × 1200, 

30-ms exposure time, and the background light of 10 photons/pixel. The result shows that the S/N of 

the sCMOS camera always exceeds that of the EM-CCD camera, even though the amount of the incident 

light is low. The result also shows that the sCMOS camera is more suitable for the imaging of the bright 

object, such as the auroral breakup, than the EM-CCD camera, since the S/N of the sCMOS camera 

gradually increases with the increase of the incident light, although it reaches the peak at approximately 

200 photons/pixel in this case.  
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Figure 2.4: Relative S/N values for the sCMOS camera and the EM-CCD camera with 

respect to the incident light intensity (From Technical Note for ORCA-Flash 4.0 V2 [2015]). 

 

We conducted panchromatic observations without the optical filter, as shown in Section 2.2. In this 

case, count values obtained from the sCMOS camera cannot be converted into Rayleigh values. 

Fortunately, all-sky imaging observations using EM-CCD cameras equipped with three typical optical 

filters for emissions of 427.8 nm, 557.7 nm, and 630.0 nm have been performed by the University of 

Alaska at the same location. Figure 2.5 shows the auroral intensity relations between our sCMOS 

camera and the all-sky cameras at three wavelengths. The vertical axis shows the calibrated Rayleigh 

value of the all-sky image, which is averaged over the FOV of the sCMOS camera. The horizontal axis 

represents the accumulated count values of the sCMOS camera during an exposure time of the all-sky 

observation. These relations enable rough estimations of the count Rayleigh conversion.  
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Figure 2.5: Auroral intensity relations between the count value of the sCMOS camera and 

the calibrated Rayleigh value of the all-sky camera owned by the University of Alaska at 

three wavelengths, 427.8 nm, 557.7 nm, and 630.0 nm, respectively. 

 

2.1.3 Optical Filter 

To observe the fast auroral motion, auroral emissions with shorter lifetimes are preferred, because 

these short-lived emissions are thought to be more clearly captured than the long lifetime emissions. To 

remove the long lifetime oxygen emissions, such as the 557.7 nm and 630.0 nm emissions corresponding 

to 0.7 s and 110 s, respectively, a SCHOTT RG665 optical filter was used. Figure 2.6 indicates the 

internal transmittance spectrum of the optical filter. Using this filter, short lifetime emissions of 6 μs at 
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670.0 nm (N2 1st positive band) are expected to be detected. The filter was equipped in front of a lens 

using a filter holder. 

  

Figure 2.6: Transmittance spectrum of SCHOTT RG665 filter. 

 

2.2 Observational System 

The observations were performed using two identical sCMOS cameras owned by NIPR and ISEE, 

hereafter referred to as sCMOS 1 and sCMOS 2, respectively. Both cameras were installed next to each 

other at Poker Flat Research Range (PFRR) in Alaska. Our motivation for using the two cameras is to 

achieve extreme spatiotemporal resolution without sacrificing standard resolution (e.g., record-fast with 

not too narrow FOV), by using appropriate different lens and setting parameters as shown in Section 

2.2.1–2.2.3. PFRR is just under the auroral zone and located at 65.11°N, 147.43°W (65.74° MLAT, L = 

5.9). At this point, LT is shown by LT = UT–9, and MLT midnight approximately corresponds to 11:40 

UT (MLT = UT–11:40). The geomagnetic declination and inclination are 18.5° and 77.5°, respectively. 

The center of the FOV of each camera was directed to the magnetic zenith in order to capture the fine 

auroral structure without perspective. 

The observation was conducted using an automatic observational system and then remotely 

monitored and controlled. The observational system was originally developed for other auroral cameras 

of Hamamatsu Photonics by Yusuke Ebihara (Kyoto Univ.). The observational system is designed so 

that the camera automatically starts and stops capturing images at a given sampling rate and binning, 

based on astronomical twilight, that is, when the solar elevation angle is –12° below the horizon. An 

additional observational mode designed to capture images only at a specified recording time was 

introduced by Naoki Sunagawa (Nagoya Univ.).  

The inner clock of the control PC for the sCMOS camera was regularly fixed by an NTP server. The 

data acquisition starts from 0 s every minute and continues for a given recording time less than 60 s. 

The obtained data is saved as a raw file every minute, and a tiff file averaged for 10 s is saved as a quick-
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look image every 10 s. Absolute times when each image was captured, which are based on the control 

PC, are written into a log file in addition to other setting parameters, such as the sampling rate, the 

binning, and the sub-array area.  

One problem of the continuous high-speed fine-scale observation is the storage of a huge amount of 

data. Although the sCMOS camera has an imaging sensor with 2048 × 2048 pixels, in order to increase 

the sampling rate and the signal to noise ratio, the images were first reduced down to 512 × 512 pixel 

images by 4 × 4 binning. The size of one 512 × 512 pixel image is 0.52 MB when the color depth is 16 

bit per pixel. If the image is captured at a sampling rate of 50 fps with a recording time of 10 s in 1 

minute, the image size become 262 MB/minute, which correspond to 15.7 GB/hour. If the observation 

is continuously conducted for 10 hours every night during one winter season (120 days), the data amount 

will grow to 20 TB. For this reason, 40 TB (4 TB × 10) of external hard disk drives were prepared as a 

data storage medium for one camera every year, including spare storage. Figure 2.7 shows an optical 

dome of PFRR and a schematic of the basic observational system inside the dome. Figure 2.8 shows 

two pairs of control PCs and external HDDs for each sCMOS camera set up at the loft of the observatory.  

  

Figure 2.7: 1.2-m optical dome of PFRR (left) and schematic of the basic observational 

system (right). 
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Figure 2.8: Two pairs of control PCs and external HDDs for each sCMOS camera set up 

at the loft of the observatory. 

 

To obtain the auroral fine-scale structure, a narrow field-of-view (FOV) lens of NIKKOR 50 mm/F1.2 

was equipped to one camera every year. From the size of the image sensor, the FOV is estimated to be 

approximately 14.8° × 14.8°, corresponding to an area of 26.0 km × 26.0 km at the altitude of 100 km. 

When the final image size is 512 × 512 pixels, the spatial resolution is approximately 51 m at the altitude 

of 100 km, which is enough to capture the flickering patch reported to occur on scales hundreds of 

meters to several tens of kilometers by previous studies. 

 

2.2.1 First Winter Season (February 2014–April 2014) 

The challenge of the high-speed imaging observation began from 2014. The main aim of the first 

winter season is to achieve the correct operation of the two cameras with the different sampling rates in 

order to simultaneously detect the flickering auroras with the traditional frequency and the higher 

frequency that have never been observed before. Each of the sampling rate of sCMOS 1 and sCMOS 2 

was set at 50 fps and 200 fps, respectively. The image size of sCMOS 2 was downward converted to 

512 × 128 pixels by using the sub-array function instead of increasing the sampling rate. Each camera 

equipped the same narrow FOV lens (NIKKOR 50 mm/F1.2). The observation was conducted for only 

the first 10 s in every minute. The RG665 filter was equipped with only sCMOS 2 because of the high 

sampling rate of 200 fps. In order to monitor the all-sky auroral morphology, a digital single-lens reflex 

(DSLR) camera (D4, Nikon) with a fisheye lens (8 mm/F2.8, NIKKOR) was installed at the same 

location, and took color images every 10 s.  

For comparative studies of the two high-speed sCMOS cameras, both cameras needed to be 

synchronized by imposed signals, taking into consideration the poor accuracy of the inner clock of the 
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control PC. During the first winter season, LED lights were used as the imposed signal, with a frequency 

of 1 Hz triggered by PPS (Pulse Per Second) signals from the GPS. The LED lights were equipped with 

each filter holder of the camera and flashed simultaneously. The flash covered approximately two-thirds 

of the FOV and was treated as a contaminant. Figure 2.9 shows a configuration of two sCMOS cameras 

inside the optical dome. Table 2.1 shows the summary of the setting parameters and lenses used during 

the first winter season. 

  

Figure 2.9: Two sCMOS cameras equipped with the identical NIKKOR 50 mm/F 1.2 lens 

and the LED light. 

 

February 2014–April 2014 (First winter season) 

 
Image size 

(pixels) 

Sampling rate  

(fps) 

Recording time 

(sec every min) 
Lens Filter 

sCMOS 1 512 × 512 50 0–10 
NIKKOR 

50 mm/F 1.2 

        

sCMOS 2 
512 × 128 

(sub-array) 
200 0–10 RG665 

DSLR camera 

D4 
4928 × 3280 

10 s interval 

(0, 10, 20, 30, 40, 50) 

NIKKOR 

8 mm/F 2.8 

(Fisheye) 

        

Table 2.1: List of setting parameters and used lens of each camera during the first winter 

season.  

 

2.2.2 Second Winter Season (November 2014–April 2015) 

During the first winter season, the recording time for the continuous observation was only 10 s of 

every minute. Data was not acquired for the remaining 50 s, even though the aurora remained and 
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possibly dramatically changed its intensity or shape. The main purpose of the second winter season was 

to conduct continuous observation whenever the aurora appears. To achieve the continuous observation, 

I developed a new observational system using auroral automatic detection technique, which is described 

in Section 2.3. The new observational system was used for only sCMOS 1 with the sampling rate of 200 

fps in order to avoid an overflow of data. The settings and the observational system of sCMOS 2 were 

basically the same as those of sCMOS 1 in the first winter; only the recording time was changed from 

10 s to 30 s as a backup for sCMOS 1. For the all-sky imaging, a DSLR camera (D5300, Nikon) with a 

fisheye lens (SIGMA 4.5 mm/F 2.8) was installed. The time interval of the DSLR camera was 20 s. 

Figure 2.10 and Table 2.2 indicate the configuration and the setting parameters of the two sCMOS 

cameras and the DSLR camera during the second winter season. 

 

 

Figure 2.10: Configuration of the two sCMOS cameras with a NIKKOR 50 mm/F 1.2 lens 

and a DSLR camera (D5300, Nikon) with a fisheye lens (SIGMA 4.5 mm/F 2.8). 

 

Table 2.2: List of setting parameters and used lens of each camera during the second winter 

season.  

November 2014–April 2015 (Second winter season) 

 
Image size 

(pixels) 

Sampling rate 

(fps) 

Recording time 

(sec every min) 
Lens Filter 

sCMOS 1 
512 × 128 

(sub-array) 
200 

0–50  

(Auto-detection system) 
NIKKOR 

50 mm/F 1.2 

RG665 

sCMOS 2 512 × 512 50 0–30        

DSLR camera 

D5300 
6000 × 4000 

 20 s interval 

(0, 20, 40) 

SIGMA  

4.5 mm/F 2.8 

(Fisheye) 
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In this winter, the time synchronization system was also improved, since images contaminated by the 

LED could not be used for analyses. Instead of the LED, signals synchronized with the GPS were output, 

which were finally input into the sCMOS camera as external trigger signals to start the observation. 

Although PPS signals from the GPS are accurate, they can be used only when GPS satellite signals are 

captured. Two signals from the GPS were used to make an accurate external trigger signal: PPS signals, 

and minute signals, which are output at 0 s every minute. In order to keep the accurate output signals 

every minute, an electronic circuit, as shown in Figure 2.11, was designed by Koji Nishimura (NIPR) 

using an AND circuit between the PPS signal and the minute signal.  

 

Figure 2.11: GPS (right part) and circuit board (left part) to make accurate external trigger 

signals every minute. 

 

2.2.3 Third Winter Season (January 2015–April 2015) 

The aim of the third winter season is to automatically operate both sCMOS 1 and sCMOS 2 by the 

auroral auto-detection system with the maximum recording time (60 s). To monitor the mesoscale 

auroral morphology, sCMOS 2 was equipped with a fisheye lens (NIKKOR 8 mm/F2.8). The FOV of 

sCMOS 2 corresponds to approximately 100° × 100° because the sensor size was smaller than the 35-

mm full frame used for DSLR cameras. sCMOS 2 acquired the broad FOV images with the 512 × 512 

pixel size at 40 or 80 fps. In order to capture the fine-scale morphology, sCMOS 1 was equipped with 

the usual narrow FOV lens (NIKKOR 50 mm/F 1.2) and acquired 512 × 512 pixel images at 80 fps. For 

the monitoring of the large-scale auroral morphology, THETA S (RICOH, 360° camera) was used, 

because an electronic shutter was adopted, and therefore the camera is not restricted by shutter numbers, 

in contrast to the DSLR camera with a mechanical shutter. THETA S also has an advantage in terms of 
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cost than the usual DSLR cameras. The image obtained from THETA S every 20 s is used for the aurora 

auto detection.  

During the last 1.5 months of the third winter season, the auto-detection system did not work due to 

a remote connection error between the control PC of THETA S and the other PCs. For this period, faster 

observations were conducted manually. Only partial images of 512 × 256 and 512 × 128 pixels were 

recorded at 160 and 320 fps, respectively, using the sub-array function. The sampling rates were 

designed to cover the typical cyclotron frequencies of three ion components (O+, He+, and H+). Figure 

2.12 and Table 2.3 indicate the configurations and the setting parameters of the two sCMOS cameras 

and THETA S during the third winter season. 

 

Figure 2.12: Configuration of two sCMOS cameras equipped with a fisheye lens (NIKKOR 

8 mm/F 2.8) and a narrow FOV lens (NIKKOR 50 mm/F 1.2) and THETA S during the 

third winter season. 
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January 2016–April 2016 (Third winter season) 

 
Image size 

(pixels) 

Sampling rate 

(fps) 

Recording time 

(sec every min) 
Lens Filter 

sCMOS 1 

512 × 512 80 

0–60  

(Auto-detection system) 

NIKKOR 

50 mm/F 1.2 
        

512 × 256 160 

512 × 128 

(sub-array) 

320 

 

sCMOS 2 512 × 512 40, 80 

NIKKOR 

8 mm/F 2.8 

(Fisheye) 

       

THETA S 5376 × 2688 
20 s interval 

(0, 20, 40) 
F2.0        

Table 2.3: List of setting parameters and used lens of each camera during the third winter 

season.  

 

The stability of the acquisition frame rate was improved in the winter of 2016 when compared with 

that of the former sCMOS camera systems presented in studies by Kataoka et al. [2015] and Fukuda et 

al. [2016]. A new circuit board, as shown in Figure 2.13, was designed by Herbert Akihito Uchida 

(NIPR) to generate trigger signals and release the shutter of the camera at a given fps, based on the 

GNSS time information. By using GNSS, the satellite signals from not only GPS, but also others such 

as GLONASS and GALILEO, are easily captured. Each camera system possessed its own circuit board 

with a micro processing unit (MPU) that was used to communicate with the PC, trigger the shutter signal, 

and control the LEA-M8F (u-blox) GNSS module. The GNSS module provides time information with 

a time pulse accuracy ≤20 ns and a frequency accuracy <5 ppb to synchronize the MPU. 
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Figure 2.13: Circuit board to generate accurate trigger signals based on the GNSS time 

information. 

 

2.3 Auroral Auto-detection System 

Continuous auroral observations were difficult, since the high-speed fine-scale imaging acquires a 

huge amount of data in short time periods. I considered two ways to store only useful data in order to 

save the data storage medium. One is to automatically delete unnecessary data under certain conditions 

while operating the continuous observation. Since these operation processes are needed to be 

simultaneously executed on the control PC of sCMOS camera, the performance decrement of the data 

acquisition at the high-speed sampling rate cannot be avoided. The other way is to automatically control 

the observational system using an auroral automatic detection technique. An advantage of this system 

is that the performance of the high-speed imaging is not affected, since the auroral auto-detection is 

independently conducted on the control PC of the all-sky camera using color information. In this section, 

the overview and the performance evaluation of the new observational system with the auroral auto-

detection technique are described.  

 

2.3.1 System Overview 

An auroral auto detection system was developed for self-regulation of the sCMOS camera. In order 

to detect the aurora, LIBSVM [Chang and Lin, 2011] is employed, which is a library for support vector 

machines (SVMs). SVMs are a popular machine learning algorithm used for classifications, and can 

differentiate data into two classes very well, which are scattered in n-dimensional space where n is 
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number of parameters we have, by finding a hyperplane. In order to decide the right hyperplane, 

maximizing the distances between nearest data point of each class and the hyperplane is conducted.  

In my study, three color information (red, green, and blue) obtained from the all-sky camera is used 

for auroral detection. In order to make a model, 582 color data of 194 all-sky images were used for 

training, which were acquired for approximately two weeks at PFRR after set up of the observational 

system and were classified into two groups in advance. Figure 2.14 shows some examples of the data 

set for training of the auroral group (top panel) and non-auroral group (bottom panel). The auroral group 

consists of captured images of the discrete and the diffuse aurora with various auroral intensities and 

colors, because they were affected by the moon and the dusk and dawn sky. Although the auroras 

covered with clouds cannot actually be used for analyses, they are classified into the auroral group to 

prevent the dusky aurora, like the diffuse aurora, from being judged as part of the non-auroral group. 

The non-auroral group includes data of clear skies, cloudy skies, and snowy skies without the aurora. 

 

 

Figure 2.14: Examples of training data classified into two groups for the auroral detection: 

The auroral group (top panel) and non-auroral group (bottom panel).  
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The auroral detection was conducted every 20 s on the control PC of the all-sky camera in almost real 

time. A detection region is limited, which is 3 × 3 times larger than the usual FOV (14.8° × 14.8°) of 

the sCMOS camera centered at the magnetic zenith, in consideration of the auroral motions during the 

time interval of the all-sky camera as shown in Figure 2.15. Median values of each color calculated for 

the 3 × 3 regions are used as input data, and the detection results for each 3 × 3 region are output, which 

are obtained from the classification based on the model. If all the results show that the aurora does not 

exist, the control PC makes a STOP file in a particular directory of the sCMOS PC over a network. The 

STOP file is used to stop the data acquisition, and the presence of the file is checked by the sCMOS PC 

every 10 s. If one or more results show that the aurora exists, the STOP file is deleted, and then the 

observation is automatically entered in the standby state. Figure 2.16 indicates an overview of the 

observation system, which links the control PC of the sCMOS camera with that of the all-sky camera 

via a switching hub.  

 

Figure 2.15: Snapshots of the all-sky camera (left) and the sCMOS camera (right) captured 

at almost the same time. The region used for the auroral automatic detection is indicated by 

a light blue square.  

 

Figure 2.16: Schematic of the auroral automatic detection linking the control PC of the 

sCMOS camera with that of the all-sky camera via a switching hub. 
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The sCMOS camera records for a maximum of 60 s beginning from 0 s every minute depending on 

the results of the auroral detection, and then the raw data is saved every minute. If the STOP file exists 

at 0 s, the observation does not start during that minute. Figure 2.17 presents an example of a process 

flow diagram for the automatic control of the sCMOS camera during 100 s. The trigger signal that is 

made by combining the PPS signal and the minute signal is output at 0 s every minute as shown in 

Section 2.2.2. The data acquisition of the sCMOS camera starts at times when the result of the auroral 

detection shows that the aurora exists, and then the trigger signal turns on. The data acquisition stops at 

times when the detection result shows the no aurora. 

 

Figure 2.17: Process flow diagram for the automatic control of the sCMOS camera.  

 

2.3.2 Performance Evaluation 

The observational system implementing the auroral automatic detection was operated for four months 

in the second winter season and for two months in the third winter season. After using this system, the 

amount of data acquired during the second winter season was approximately 27 TB. In comparison with 

observation without the new system, the data amount would be 118 TB for four months with the same 

setting parameters. It is found that the data amount was decreased 75% by using the auroral auto-

detection system.  

For most of the observational period of the second winter season, however, the wrong region of the 

auroral detection was used, which was located at the east of the FOV of the sCMOS camera as shown 

in Figure 2.18. The mistake in the setting of the auroral detection region did not found for a long time 

since most of the detection results seemed to be correct. The reason is that the typical east-west extended 

auroral structures, such as the auroral arc and the auroral band, which appeared around the right detection 

region, fortunately overlapped with the wrong detection region and were often identified by the auto-

detection. By using approximately 5000 all-sky images, the detection results taken in the wrong region 

were compared with those from the correct region. It was found that 90% of the former results 

corresponded to the latter results; this indicates that the setting error in the detection region did not have 

a fatal impact on the auroral detection.  
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Figure 2.18: The false setting region of the auroral detection and the correct region after 

resetting. 

 

In order to evaluate the performance of the auroral automatic detection, various images captured 

through the night for 7 days during the second winter season were randomly selected for unbiased 

evaluations, independent of the auroral activities and effects of the moon light, clouds, and snow. These 

images were judged by eye whether there is the aurora within the detection region or not, and then the 

results were compared to those by the auto-detection. Table 2.4 shows the image numbers judged by 

the auroral automatic detection and by eye for the 16153 images. The ratio of the images with the aurora 

judged by the auto detection and by eye were approximately 39% (6257 = 3236 + 3021 images) and 

21% (3375 = 3236 + 139 images), respectively. Many images judged as the aurora by the auto detection 

were too dark to identify by eye. This result is qualitatively consistent with the detection model, which 

is trained to acquire excessive data rather than risking missing actual data. An accuracy can be calculated 

as 80%, which is a ratio of the image number that both the auto-detection and eye give the same results 

(12993 = 3236 + 9757 images). The result shows that the auroral auto detection has enough performance 

to identify the aurora.   

 

 
Eye 

Yes No 

Auto detection 
Yes 3236 3021 

No 139 9757 

Table 2.4: Results of image numbers judged by the auroral automatic detection and by eye.   

 

2.3.3 Possibility of Auroral Auto-detection 

The new observational system with the auroral automatic detection enabled the continuous high-

speed fine-scale imaging observation for the first time. The system can record data efficiently, and is 
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also favorable for the isolated observatory where people cannot visit regularly. The auroral auto-

detection technique is helpful for event search, since the unnecessary data is removed in advance. The 

technique itself accelerates to statistical survey of the time, place, and duration of the auroral appearance. 

The statistical comparative studies between these parameters and associated phenomena with the auroral 

activity, such as the solar activity, the plasma sheet variation, the geomagnetic activity, and the 

ionospheric responses, would provide important clues to elucidate the auroral dynamics as a coupling 

process in the solar-terrestrial system.  

Moreover, the auroral auto-detection system is useful to monitor the auroral activity in the night sky 

and is helpful to automatically operate other observational systems associated with the auroral 

phenomena, in order to start the observation or to change the observational mode. We hope our new 

approach to automatically and actively control the observation system itself would be an important start 

point for further advanced new styles of observations. Nowadays, advanced sciences using the artificial 

intelligence are progressing, and combined studies using the auroral auto-detection and the AI would 

explosively accelerate the auroral physics not only on the identification but also on the complicated real-

time imaging analyses, such as the classification or the finding of new types of aurora, in the future. 
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3   Basic Property of Flickering Aurora 

Many previous studies have reported that flickering auroras often occur just before and during the 

auroral breakup. However, there has also been a few reports on flickering auroras that were not 

associated with a breakup [e.g., Berkey et al., 1980; Kunitake and Oguti, 1984; McHarg et al., 1998; 

Sakanoi and Fukunishi, 2004]. Sakanoi and Fukunishi [2004] pointed out that the flickering occurrence 

rate is not necessarily proportional to the auroral luminosities. The difference between auroras with and 

without a flickering structure has been remained unclear. The modulation ratio of the flickering 

amplitude has been reported to be 10%–20%, the origin of this ratio is not yet understood. In this chapter, 

we aim to elucidate the necessary conditions for a flickering aurora based on a statistical study of the 

occurrence property and clarify the meaning of the flickering amplitude.  

 

3.1 Occurrence Property 

3.1.1 Analysis 

For the statistical analysis, the sCMOS 2 data of the second winter season were used, which were 

recorded as 512 × 512 pixel images at a sampling rate of 50 fps from 0 s to 30 s of every minute, as 

described in Section 2.2.2, because the sCMOS 2 camera was more appropriate for identifying the 

flickering aurora event than the sCMOS 1 camera, which had one fourth of the FOV of the sCMOS 2 

camera. Figure 3.1 shows the Dst index and an overview of the flickering appearance from December 

2014 to February 2015. The blue arrows are plotted on days when the flickering aurora was manually 

identified (an automatic detection technique for the flickering aurora is described in the next paragraph), 

and the orange arrows indicate storms that developed with values of less than -50 nT as a reference for 

the disturbance of the magnetosphere. The dark gray rectangles show nights when there were no auroras 

or only weak auroras were observed with emissions of less than approximately 5 kR at 557.7 nm. The 

bright gray rectangles show nights when the aurora was contaminated by clouds or snow on the optical 

dome. Nights with a full moon are indicated by yellow circles. In this study, even though many flickering 

auroras were identified in the data contaminated by moonlight, these were not used for analyses because 

the auroral luminosities were misleading. Six of the 18 nights on which flickering auroras were observed 

were utilized for the statistical analysis after removing the data containing moonlight. The dates and 

time periods of these six nights are summarized in Table 3.1. 
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Figure 3.1: Dst index and overview of observations from December 2014 to February 2015 

during second winter season. The dark gray and bright gray rectangles indicate nights when 

there were no auroras or weak auroras, and auroras contaminated by clouds or snow, 

respectively. The blue arrows and orange arrows are plotted on days with flickering and 

storms (Dst index < -50 nT), respectively. 

 

Date Period Description 

December 15, 2014 0750–0859 UT Breakup at 0825 UT 

December 22, 2014 0300–1420 UT  

December 25, 2014 1300–1716 UT Breakup at 1335 UT 

January 27, 2015 1050–1400 UT Brightening at 1050 UT 

February 18, 2015 0530–1149 UT  

February 23, 2015 0700–0843 UT Brightening at 0831 UT 

Table 3.1: Dataset used for the statistical analysis.  

 

For the statistical investigation of flickering auroras, the time and place that the flickering appeared 

were automatically detected in the following way. As a first step, 512 × 512 pixel images of the auroral 

intensity were reduced down to 128 × 128 pixel images by 4 × 4 binning, and a 2D median filter with a 

3 × 3-pixel width was used on each image to reduce the noise from stars. To extract the auroral 
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luminosity of the non-flickering background aurora, the data were smoothed using a boxcar average 

width of 0.2 s (10 frames) for each pixel. The smoothed images resulted in low-pass filtered images with 

a cut-off frequency of 5 Hz. The flickering component was obtained from the difference between the 

original image and the low-pass filtered image, and resulted in high-pass filtered images with a cut-off 

frequency of 5 Hz. In order to calculate the flickering frequency, a 1D Fourier transform analysis was 

employed. The Fourier transform ℱ(ω) of a function f(t) is denoted by 

ℱ(𝜔) = ∫ 𝑓(𝑡)𝑒−𝑖𝜔𝑡𝑑𝑡
∞

−∞
, 

and f(t) is determined by ℱ(ω) through the inverse transform given by 

𝑓(𝑡) = ∫ ℱ(𝜔)𝑒𝑖𝜔𝑡𝑑𝜔
∞

−∞
. 

In the case of a discrete N-point signal, a discrete Fourier transform (DFT) can be written as 

𝐹𝑘 = ∑ 𝑓𝑛 𝑒𝑥𝑝(−𝑖
2𝜋𝑘𝑛

𝑁
)

𝑁−1

𝑛=0

, 𝑘 = 0, 1, 2, ⋯ , 𝑁 − 1. 

A fast Fourier transform (FFT) analysis is an algorithm for the rapid computation of the DFT. An 

FFT analysis using a 1.0 s window was performed for the high-pass filtered images, and the typical 

frequencies were calculated as a peak frequency with a maximum power spectral density. The 

calculations were repeated for each pixel (128 × 128 pixel) every 0.2 s for the 30 s dataset. The flickering 

signature is characterized by a spatial distribution of flickering patches with frequency coherence. The 

2D frequency map was divided into 32 × 32 small regions, and an average frequency and a standard 

deviation were calculated at each small region. 

For the statistical study, the criteria of the flickering aurora were empirically derived as follows: the 

average frequency was larger than 6.5 Hz, and the standard deviation was less than 4.5 Hz. The final 

results of the automatic detection were obtained after removing erroneous decisions using the 2D median 

filter with the 3 × 3-region width. Figure 3.2 shows the results of the automatic detection of the 

flickering aurora, where the area of the flickering aurora is indicated by red dots on the original image 

(upper left panel) and white dots on the average frequency map (bottom left panel) and standard 

deviation map (bottom right panel). In addition to the results of the automatic detection of the flickering 

aurora, the average intensity of the background non-flickering aurora was also obtained with the same 

spatial and temporal resolutions. 
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Figure 3.2: Results of automatic detection of flickering aurora plotted on original image 

using red (flickering) and black (non-flickering) dots (upper left panel). A 2D-frequency 

map calculated from the 1D FFT analysis (upper right panel). 2D-maps of the average 

frequency and standard deviation calculated from the frequency map, which was finally 

divided into 32 × 32 small regions (bottom panels). The results of the automatic detection 

are also plotted on the bottom panels using white (flickering) and black (non-flickering) 

dots. 

 

In order to investigate the micro-scale auroral activity, the optical flow was calculated using a Fourier 

local correlation tracking (FLCT) technique [Fisher and Welsch, 2008]. The basic concept of the LCT 

technique consists of three advanced operations. First, a window function is applied to the input images 

to de-emphasize image regions that are far away from the pixel of interest. Second, a cross-correlation 

function between two images is computed. Third, a peak for the cross-correlation function is found. In 

the FLCT method, the window function uses a 2D Gaussian filter with width σ, which is a free parameter, 
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centered at pixel location (xi, yj). The resulting images, which are called “sub-images” S1 and S2, are 

described as follows: 

𝑆1
(𝑖,𝑗)(𝑥, 𝑦) = 𝐼1(𝑥, 𝑦)𝑒

−[(𝑥−𝑥𝑖)2+(𝑦−𝑦𝑗)
2

]

𝜎2  

𝑆2
(𝑖,𝑗)(𝑥, 𝑦) = 𝐼2(𝑥, 𝑦)𝑒

−[(𝑥−𝑥𝑖)2+(𝑦−𝑦𝑗)
2

]

𝜎2 , 

where I1(x,y) and I2(x,y) are two input images taken at two different times t1 and t2. The cross-correlation 

function Ci,j of two sub-images at the (i, j)th pixel is defined by 

𝐶𝑖,𝑗(𝛿𝑥, 𝛿𝑦) = ∬ 𝑑𝑥𝑑𝑦 𝑆1
𝑖,𝑗∗

(−𝑥, −𝑦) 𝑆2
𝑖,𝑗

(𝛿𝑥 − 𝑥, 𝛿𝑦 − 𝑦) 

After finding the shifts δx and δy that maximize C(δx, δy), the velocities at the (i, j)th pixel are 

determined to be vx = δx/δt and vy = δy/δt using the time difference between the two images δt = t2–t1. 

In the FLCT method, a convolution theorem is used for computing C(δx, δy) using the Fourier transforms. 

When ℱ stands for the Fourier transform and the relations of S1 and S2 are given by ℱ(S1) = s1(kx, ky) 

and ℱ(S2) = s2(kx, ky), respectively, the cross-correlation function can be written as follows:  

𝐶𝑖,𝑗(𝛿𝑥, 𝛿𝑦) = ℱ−1(𝑠1
∗𝑠2), 

where ℱ-1 stands for the inverse Fourier transform. In order to find the peak of f(δx, δy) = |Ci,j(δx, δy)| at 

the sub-pixel (less than 1 pixel) resolution, we used a Taylor series expansion of f(δx, δy) to the second 

order about the point (xm,yn), where a pixel at the largest value of f, and a second-order finite difference 

method were used. These steps were repeated for all of the pixels.  

The FLCT analysis was performed for the low-pass filtered images with a 128 × 128-pixel size every 

0.2 s (10 frames), which were filtered using the Gaussian function with σ = 6 pixels. Using the obtained 

optical flow vector v, a vorticity perpendicular to the flow motion Ωz was calculated as follows:   

𝛺𝑧 = (𝛻×v)𝒛 =
𝜕𝑣𝑦

𝜕𝑥
−

𝜕𝑣𝑥

𝜕𝑦
, 

where x and y indicate the east-west and north-south directions, respectively. To investigate the 

correlation between the flickering occurrence and the background flow motion, the averaged flow speed 

and maximum vorticity were calculated at each 32 × 32 small region. Figure 3.3 shows the results for 

the optical flow plotted on the original image and the vorticity calculated from the flow velocity. 
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Figure 3.3: Results for flow velocity obtained using FLCT analysis and vorticity calculated 

from velocity field. 

 

3.1.2 Observations 

Figure 3.4 shows the occurrence rates of the flickering aurora in relation to the background of the 

auroral intensity, the flow speed, and the vorticity, which were summed up for six nights of data. The 

vertical axis of each upper panel shows the number of points where the auto-detection of the flickering 

aurora was conducted. The black line indicates the total number of points, and the red line indicates the 

total number of points where the flickering aurora is detected. Each bottom panel shows the occurrence 

rate, which is the ratio of the red to black lines.  

It is found that the occurrence rate shows the complex variation with respect to the background auroral 

intensity. The flickering occurrence rate basically increases with the auroral intensity up to 1000 count 

of the background auroral intensity, and it reaches the constant value corresponding to approximately 

50% for the range of 1000–3000 count. It reduces to ~10% at the range of 3000–5000 count, and it 

finally increases over 5000 count. In order to clarify the cause to produce such a complex variation of 

the occurrence rate, we focus on each occurrence property obtained at each night and discuss the 

situation to cause the occurrence rate variation. Three examples are represented from the following 

paragraphs, which clearly show the differences. It is also found that, on the other hand, the occurrence 

rates do not depend on the flow speed or the vorticity, and they are approximately 30%–40% regardless 

of the activity of the background non-flickering aurora.  
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Figure 3.4: Occurrence rates of flickering aurora in relation to background of auroral 

intensity (a), flow speed (b), and vorticity (c), which were obtained from auto-detection of 

flickering aurora and summed up for six nights of data. The black lines show the total 

number of points, and the red lines show the total number of points where the flickering 

aurora is detected. 

 

The first example is characterized by a typical breakup event observed on December 15, 2014, when 

the geomagnetic activity was quiet, and the Dst index slightly decreased to –16 nT at 11 UT. The 

equatorward motion of the arcs started at ~0730 UT, and the auroral breakup occurred at 0825 UT during 

the expansion phase of a substorm with an AE index of ~900 nT. The flickering aurora started to appear 

within the equatorward moving arcs at 0800 UT even before the onset of the breakup and was almost 

continuously observed until the breakup. The Dst index, AE index, and auroral activities along a north-
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south meridian line over PFRR observed at four different wavelengths are presented in Figure 3.5. The 

auto-detection was conducted for data observed from 0750 to 0859 UT to avoid contamination by 

moonlight and clouds.  

 

Figure 3.5: Dst index, AE index, and auroral activities along a north-south meridian line 

over PFRR observed on December 15, 2014.  

 

Figure 3.6 shows some detail time profiles for 1-h time period from 0750 UT when the auto-detection 

was conducted, and red dots represent the time when the flickering aurora was identified. Figure 3.6a 

shows the AE index. Figure 3.6b shows the median intensity values for 30-s data of the non-flickering 

background aurora indicated by black points and the flickering aurora indicated by red points, and the 

error bars show their minimum and maximum values. It is found that the flickering aurora tends to occur 
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within a bright aurora. Figure 3.6c indicates median values of the peak flickering frequency for 30-s 

data, and the error bar indicates 1σ. It is found that the peak flickering frequency is gradually increased 

during the time period before the breakup onset from <10 Hz to 20 Hz. The peak frequency variation 

appears to increase after 08:20 UT, although we cannot discuss the variation in more detail because the 

flickering aurora is intermittently detected after that time. Figure 3.6d shows the occurrence rate of the 

flickering aurora for 30-s time period, which is calculated from the results of the flickering auto-

detection. If the flickering aurora was continuously detected all over the FOV for 30 s, the occurrence 

rate is corresponding to 100%.  

 

Figure 3.6: Detailed time profiles of (a) AE index, (b) auroral intensity of the non-flickering 

background and the flickering aurora, (c) flickering frequency, and (d) occurrence rate 

where flickering aurora was detected. The red dots are only plotted at the times when the 

flickering aurora appeared. 
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In order to show the property of the flickering frequency in more detail, three examples of the time 

profiles with 0.2-s value of the peak frequency and the flickering width for 30-s are demonstrated in 

Figure 3.7. Top panel of each figure indicates the spatial median values of the flickering intensity with 

the error bar of the minimum and maximum intensities. Middle and bottom panels show spatial median 

values of the flickering frequency and the frequency width with the error bar of 1σ, respectively. In this 

study, the frequency width is defined as a spectrum width between two frequencies, which correspond 

to the two nearest valleys of the power spectrum density from the peak frequency. Figure 3.7a represents 

the time period of 20 min before the breakup onset and shows that the peak frequency stays at around ~ 

10 Hz. After ~10 min later of that time, the peak flickering frequency is up to 20 Hz and gradually 

decreases to ~10 Hz for 30 s as shown in Figure 3.7b. Figure 3.7c represents the time after a few min 

of the breakup, the peak frequency varies within 15–20 Hz. It is also found that the frequency width is 

often narrow and is approximately constant at ~5 Hz as shown each figure during the time interval of 

this event. 
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Figure 3.7: Time profiles of the flickering intensity (top), the flickering frequency (middle), 

and the frequency width (bottom) for 30-s from 08:04 UT (a), 08:15 UT (b), and 08:27 UT 

(c), respectively. 

 

Figure 3.8 shows that the occurrence rate of the flickering aurora calculated from the auto detection 

using 70-min data. The occurrence rate tends to simply increase as the background aurora intensity 

increases, although it flattens at the intensity range of 1000–2000 count. The flatted occurrence rate is 

caused by the bright band aurora without the flickering modulation, which is listed in Table 3.2 as 
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mentioned later. The auroral structures with the flickering modulation were almost multiple arcs in this 

event. 

 

Figure 3.8: Occurrence rate of flickering aurora during 0750–0859 UT on December 15, 

2014. 

 

The second example was observed during the recovery phase of a storm that occurred on December 

22, 2014, which had a Dst index value of –51 nT. On this day, although no typical substorm occurred, 

abrupt auroral brightening repeatedly appeared at intervals of approximately 3 hours, as shown in the 

middle panel of Figure 3.9. The auto-detection of the flickering aurora was conducted from 0300 to 

1420 UT. The pulsating auroras began to appear after approximately 1100 UT, and the auto-detection 

often mistook the spatial variations of a pulsating patch for flickering modulations, as shown in Chapter 

5 in more detail.  
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Figure 3.9: Dst index, AE index, and auroral activities along north-south meridian line over 

PFRR observed on December 22, 2014.  

 

Figure 3.10 presents the auto-detection results for the flickering aurora over a 1 hour period from 

0445 UT. There were a few events where the maximum intensity was larger than a count of 1000, 

although they did not have the flickering structure.  
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Figure 3.10: Detailed time profiles of AE index, non-flickering background auroral 

intensity, flickering frequency, and total number of points where flickering aurora was 

detected. The format is the same as that of Figure 3.6. 

 

Figure 3.11 shows the occurrence rate of the flickering aurora during 0300–1420 UT on December 

22, 2014. Although the occurrence rate increases up to approximately 70% with the non-flickering 
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background auroral intensity, it decreases at a count greater than 3000 because of the existence of bright 

non-flickering auroras.  

 

Figure 3.11: Occurrence rates of flickering aurora during 0300–1420 UT on December 22, 

2014. 

 

Figure 3.12 presents two events where bright auroras without the flickering structure were observed 

at 0456 UT and 0556 UT. The upper panels show snapshots, and the bottom panels show stack plots of 

the auroral arc intensities and time variations of the arc widths in directions normal to the arcs. When 

the arc width is defined by the half maximum full-width, both arc widths are less than 10 km, and their 

median values for 30 s are 4.5 km and 3.7 km, respectively. These events are characterized by bright 

isolated arcs, and the left event shown in Figure 3.12 especially causes the depletion of the occurrence 

rate of the flickering aurora at a count greater than 3000 as shown in Figure 3.11. 
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Figure 3.12: Two examples of non-flickering bright auroras. The upper panels are 

snapshots of the arcs. The bottom panels are stack plots of the arc intensities and the time 

variations of the arc widths normal to the arcs.  

 

The third event was observed during a quiet time with a minimum Dst index of –29 nT on December 

25, 2014, and a breakup, which occurred at 1335 UT but did not continue for a long time, as shown in 

Figure 3.13.  
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Figure 3.13: Dst index, AE index, and auroral activities along north-south meridian line 

over PFRR observed on December 25, 2014.  

 

Figure 3.14 shows the time profile of the background auroral intensity. This event is characterized 

by the abrupt brightening which was observed at 1337 UT with the maximum intensity of >6000 count. 

The aurora was the brightest in six nights used for the statistical study, and such a bright aurora did not 

appear after that time during the night.  
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Figure 3.14: Detailed time profiles of AE index, non-flickering background auroral 

intensity, flickering frequency, and total number of points where flickering aurora was 

detected. The format is the same as that of Figure 3.6. 

 

The detailed structure of the bright aurora appeared at 1337 UT are shown in Figure 3.15, which has 

the same format as that of Figure 3.2. At this time, two auroras with different intensities were captured 
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within the FOV as shown in the top left panel. One was an active aurora with an intensity of >4000 

count which was judged as the non-flickering aurora, and the other was judged as the flickering aurora 

with an intensity less than 4000 count, which was located equatorward of the bright aurora. It is found 

that the bright aurora showed rapid spatial variations. 

 

Figure 3.15: Snapshot of automatic detection results for flickering aurora at 13:37:01 UT 

on December 25, 2014. The format is the same as that of Figure 3.2. 

 

Figure 3.16 shows the north-south keogram at x = 256 and the east-west keogram at y = 400 for 20 

s from the 13:37:00 UT. Although, for the first 5 s, the bright aurora without the flickering structure was 

located on the north side of the flickering aurora, the flickering region become so complicated due to 

the active spatial motion of the bright auroral arc from 13:37:12 UT. After that time, the spatial motion 

was too active for the auto detection to accurately identify the flickering modulation. The result actually 

showed that the bright active flow motions was judged as the flickering aurora. That’s why the brightest 

aurora shown here can be regarded as an erroneous detection.  
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Figure 3.16: North-south keogram at x = 256 and east-west keogram at y = 400 for 20 s 

from the 13:37:00 UT on December 25, 2014. 

 

Figure 3.17 shows the occurrence rate of the flickering aurora during 1300–1716 UT. It can be seen 

that the occurrence variation was quite different from the other two examples and that there is a 

significant increase of the occurrence rate over 4000 count. The increase, which is also shown in Figure 

3.14, is caused by the brightest active aurora, although the brightest aurora was faultily judged as the 

flickering aurora by the auto detection. The depletion of the occurrence between 1500 and 4000 count 

is also caused by the flow motion without the flickering structures, which was accurately judged, 

accompanied with the brightest aurora.  
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Figure 3.17: Occurrence rates of flickering aurora during 1300–1716 UT on December 25, 

2014. 

 

Figure 3.18a-3.18f show the correlations between the flickering frequency and the non-flickering 

background auroral intensity for each night. Red dots indicate the median value of the flickering 

frequency for 1 sec. Each panel shows weak correlation, and the correlation coefficients are generally 

low. Figure 3.18g shows the results summed up for six-night data, and the color indicates the total 

number of the point calculated from each panel. There is not clear correlation between the flickering 

frequency and the background auroral intensity. It is noted that the cutoff frequency indicates the 

threshold of the frequency to detect the flickering aurora which corresponds to 6.5 Hz. The peak 

frequency shown in Figure 3.18g is caused by the event observed on February 18, 2015.  
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Figure 3.18: Correlations between the flickering frequency and the non-flickering 

background auroral intensity of each event (a-f), and summed up for 6 nigh data (g). The 

color shows the total number of red points.  

 

In order to investigate the characteristics of the bright aurora without the flickering structure, other 

examples, which was judged as the non-flickering aurora and their intensity is over ~1200 count, are 

summarized in Table 3.2. As typical parameters, the intensity, the arc width at the altitude of 100 km, 

and the shape were listed. The arc widths are calculated by using the stack plot as shown in Figure 3.11. 

Some arc widths could not be estimated, which are shown by hyphens, since the spatial variation was 

so active (*1), or the edge of the arc was out of the FOV (*2). Some widths are affected by the 
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perspective effect (*3), and thus the shape or the width are not entirely correct. The results show that 

the bright aurora without the flickering structure is not necessarily the isolated arc. Although some 

auroras form the multiple arc or the auroral band structure, they do not modulate their intensity. Some 

cases show the active spatial structures. 

 

Date, Time Intensity (count) Arc width (km) Description 

2014/12/15    

0841 UT 1669.0 –––– (*2) Multiple arc, Band 

2014/12/22    

0449 UT 1549.0 4.3 Isolated arc (*3) 

0456 UT 4464.0 4.5 Isolated arc 

0556 UT 1302.0 3.7 Isolated arc 

1059 UT 1247.0 –––– (*2) Isolated arc (*3) 

2014/12/25    

1354 UT 1400.0 8.5 N-S arc 

2015/01/27    

1050 UT 6095.0 –––– (*1) Active, Fine-structure (*3) 

1051 UT 9533.0 –––– (*1,*2) Isolated arc 

1052 UT 3076.0 –––– (*2) Multiple arc, Band 

2015/02/18     

0939 UT 1298.0 –––– (*1) Active -> Unstructured 

1051 UT 1260.0 9.3 Multiple arc 

1052 UT 1139.0 10.5 Multiple arc 

2015/02/23     

0831 UT  1782.0 8.1 Multiple arc 

0832 UT 1979.0 –––– (*1) Diffuse -> Wavy 

Table 3.2: List of the bright aurora without the flickering structure. The intensity, the arc 

width, and the shape are summarized (*1: spatial motion, *2: out of FOV, *3: perspective 

effect).  
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3.2 Flickering Amplitude 

The flickering amplitude to the background auroral intensity has been reported to be 10%–20% by 

many previous studies [Berkey et al., 1980; Kunitake and Oguti, 1984; Sakanoi and Fukunishi, 2004; 

Gustavsson et al., 2008; Grydeland et al., 2008; Whiter et al., 2010]. However, the origin of this ratio 

is not yet understood. In this study, we statistically investigate the flickering amplitude and aim to clarify 

the meaning of the flickering amplitude. 

 

3.2.1 Observations 

We investigated the relationship between the auroral intensity and the flickering amplitude. Figure 

3.19a shows snapshots of the flickering aurora captured by the all-sky camera and the sCMOS camera. 

At this time, the flickering aurora was especially active within the northward bright arc, and a blue cross 

mark was manually selected to investigate the flickering amplitude. Figure 3.19b shows the north-south 

and east-west keograms across the blue cross, which are created by the subtraction of the running 

averaged images with a 0.2-s time window. The location of the blue cross is marked by black horizontal 

dashed lines. It is found that the flickering aurora only appeared within the poleward arc.  

 

Figure 3.19: (a) Snapshots of flickering aurora observed by the all-sky camera (left) and 

the sCMOS camera (right). A blue cross marked in the sCMOS image shows the active 

region of the intensity modulation. (b) North-south and east-west keograms across the blue 

cross, which are created by the subtraction of the running averaged images (bottom two 

panels).  
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Figure 3.20a shows a time profile of the auroral intensity averaged over a 4 × 4 pixel region centered 

at the blue cross during the 5-s time interval from 08:05:21 UT, which corresponds to the time when the 

flickering modulation around the blue cross was clearly identified on the keograms. The black line in 

Figure 3.20a represents the intensity modulation, and the red line shows the running average of the back 

line with a 0.2-s time window, which indicates the intensity of the background non-flickering aurora. 

Figure 3.20b shows the flickering intensity modulation calculated by subtracting the background non-

flickering auroral intensity shown by the red line in Figure 3.20a. From two values, the flickering 

amplitude can be calculated, which is the ratio of the flickering intensity to the background non-

flickering auroral intensity, as shown in Figure 3.20c.  

  

Figure 3.20: (a) Time profile of auroral intensity averaged over 4 × 4 pixel region centered 

at the blue cross. (b) Flickering intensity modulation calculated by subtracting the 

background non-flickering auroral intensity. (c) Flickering amplitude calculated by the ratio 

of the flickering intensity to the background non-flickering auroral intensity. 

 

In order to obtain the flickering intensity, shown by the unit of count, and the flickering amplitude, 

shown by the unit of %, during this 5-s period, their occurrence distributions were plotted as shown in 
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Figure 3.21. It is clear that the distribution has a Gaussian profile. Thus, in this study, 2σ is regarded as 

the typical parameter during this 5-s event, where σ is the standard deviation. In this case, the typical 

flickering intensity and the flickering amplitude were 112 count and 11%, respectively.  

 

Figure 3.21: Occurrence distributions of flickering intensity and amplitude during the 5-s 

period shown by Figure 3.20. 

 

The same calculations were statistically conducted only for the flickering aurora with the duration 

>10 s from the same dataset shown in Table 3.1 by using the automatic detection of the flickering aurora. 

Figure 3.22 shows the flickering intensity and the flickering amplitude as a function of the background 

non-flickering auroral intensity. The color indicates the number of events displayed by the logarithmic 

scale. It is found that the flickering amplitude decreases with the increase of the background non-

flickering auroral intensity as shown in the right panel. This signature comes from the linear relationship 

with an intercept between the flickering intensity and the background intensity shown in the left panel.  
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Figure 3.22: Results of correlation between flickering amplitude and background non-

flickering auroral intensity. The color indicates the number of events displayed by the 

logarithmic scale. 

 

3.3 Discussion and Conclusions 

From the statistical study on the occurrence property of the flickering aurora, it is found that the 

occurrence rate is basically proportional to the background non-flickering auroral intensity. Assuming 

that the auroral intensity is enhanced by a large parallel potential drop, this result is consistent with 

EMIC waves being easily exited within the auroral acceleration region. This result is inconsistent with 

the previous study shown by Sakanoi and Fukunishi [2004], which pointed out that the flickering 

occurrence rate is not necessarily proportional to the auroral luminosities. The bright aurora without the 

flickering variation have a tendency of isolated auroral arcs. The result suggests that it is hard to excite 

EMIC waves inside a narrow acceleration region, because the arc width corresponds to the spatial scale 

of the acceleration region. Since Sakanoi and Fukunishi [2004] discuss only one event of the bright 

omega-band aurora without the flickering modulation, the auroral structure may have been an isolated 

arc, although we could not compare the result in detail. Many numerical studies show the typical spatial 

distance to grow EMIC waves. The distance is, however, up to several thousand km, especially for O+-

band EMIC waves, and is not consistent with the realistic conditions due to the homogeneous linear 

theory [e.g., Lund and Labelle, 1997]. Detailed investigations of the threshold of the arc width using the 

ground-based imaging observation would give new insights into the wave growth process of EMIC 

waves.  

When the auto-detection of the flickering aurora is conducted, the high-pass filtered image is applied 

to FFT analysis to avoid the effect of the background intensity. In addition, we used the peak frequency 
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of the power spectrum density, as one of threshold to detect the flickering aurora. This method is also 

unaffected from the background intensity. The most unavoidable effect is the auroral spatial motion, 

such as flow or drift motions. These motions cannot be removed even if the high-pass filtered image is 

used. As a result of FFT analysis, the spatial variation appears as the temporal variation and causes 

wrong determinations.  

It is found that the frequency width of the power spectrum density is very narrow. This result is 

consistent with the satellite and the sounding rocket observations, which show that EMIC waves are 

narrowband with well-defined spectral peaks [e.g., Gustafsson et al., 1990; Erlandson and Zanetti, 

1988] and with the ground-based high-speed photometer [McHarg et al., 1998] which shows that the 

narrowband modulation of ~10 Hz is identified with the typical flickering aurora. However, it is not 

consistent with the previous study using the ground-based high-speed imaging observation shown by 

Yaegashi et al. [2011], that reports many flickering auroras with the frequency over 15 Hz as the 

broadband events, although the narrow events are often observed as the typical flickering aurora with 

the frequency less than 15 Hz. Our results are likely to be similar to the latter case. The narrow band 

signature of the flickering frequency indicates that the resonance altitude is vertically confined at a 

particular altitude.  

It is also found that the peak frequency gradually increases before the substorm onset. When the 

flickering frequency corresponds to the local gyrofrequency at the altitude where the resonance 

interaction with the electron and EMIC waves occurs, the increase in the frequency means the decrease 

in the resonance altitude. It also means that the auroral acceleration region decreases before the substorm 

onset. According to the previous study on the source region of AKR [e.g., Morioka et al., 2007], which 

has been used for the estimation of the auroral acceleration region, the acceleration region shows the 

two-step vertical evolution at the substorm. The first step is intensification of the low-latitude 

acceleration region in the altitude range of 3000–5000 km, which induces the initial brightening. The 

second step is the breakout of the high-latitude acceleration region in the altitude range of 8000–16000 

km above the preexisting low-altitude acceleration region, which results in the auroral breakup. This 

results imply that the flickering frequency decreases at the substorm onset. Our results, however, are 

inconsistent with this two-step evolution of the acceleration region. Our results also show that the 

variation of the peak flickering frequency is from <10 to ~20 Hz, and this variation can be estimated as 

the altitude change from >5000 km to ~2500 km. This altitude range corresponds to the low-latitude 

acceleration region in the two-step acceleration model.  

The signatures of the peak frequency variation and the frequency width suggest that the flickering 

aurora occurs at the low-latitude acceleration region regardless the substorm phase. This result shows 

that the low-latitude acceleration region would play an important role in the excitation of the EIMC 
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wave. The frequency variation is likely to be affected by the small-scale vertical structure of the low-

latitude acceleration region.  

It is found that the flickering frequency is independent of the background non-flickering auroral 

intensity. The auroral intensity generally tends to increase just after the auroral breakup. At that time, 

the high-latitude acceleration region is enhanced according to the two-step accelerations as mentioned 

above. However, the resonant altitude is likely to be located at the low-latitude acceleration region 

independent of the substorm phase from the analysis of the flickering frequency. The reason why the 

flickering frequency has no correlation with the auroral intensity is consistent with the possibility that 

the resonant altitude is confined at the low-latitude acceleration region.  

Next, we discuss the origins of the flickering amplitude. Since the auroral intensity is proportional to 

the total energy flux, we should consider both effects of the electron energy variation and the electron 

flux variation. Assuming that the Landau resonance interaction between EMIC waves and electrons 

occurs, the electron energy depends on the parallel phase velocity of EMIC waves. When the linear 

relation between the flickering amplitude and the background intensity is caused only by the electron 

energy, the background auroral intensity should control the parallel phase velocity. The minimum 

amplitude of the flickering aurora shown in the left pane of Figure 3.22 is ~3 times greater than the 

noise level shown in Chapter 2. The minimum amplitude is possibly caused by the minimum phase 

velocity to resonate the electrons. The relation between the auroral activity and the parallel phase 

velocity of EMIC waves seems to be important for the excitation mechanisms of the EMIC wave. 

However, we do not have the plausible candidates to explain the relation. When the linear relation is 

caused only by the electron flux, the precipitating electrons to produce the bright aurora contains the 

larger amount of electron flux with a particular energy to satisfy the resonance condition. This situation 

is likely to be reasonable. The minimum flickering amplitude is likely to show the minimum flux number 

to produce the flickering aurora.  

In fact, however, both the electron energy and the electron flux cause the more complicated variation 

of the auroral intensity. One of the possibilities to cause the variation of the flickering amplitude is 

shown in the observational results presented in Figure 1.15 [Arnoldy et al., 1999]. The result 

demonstrates the time variation of the peak energy of the FABs, which have been thought to form the 

flickering aurora. Although a few keV electron is the main component to form the discrete aurora, the 

modulation of the electron count rate was clearly weak at the energy range, since the peak energies of 

the FAB was less than 1 keV. We think that the peak energy variation is likely to produces the flickering 

amplitude variation.  

In order to investigate the peak energy variation of the FABs, Chen et al. [2005] conducted simulation 

studies. They form the inverted-V flux modulation by a DC potential drop and resonant acceleration due 

to the parallel electric field of an inertial Alfvén wave pulse. Since the inertial Alfvén wave is derived 
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from EMIC waves under the approximation of ω ≪  ωci, this situation gives similar results that 

produced by the Landau resonance interaction with the EIMC wave, when the consecutive Alfvén wave 

is applied. By using two different strengths of the DC potential drop, 5 kV and 1 kV, they showed that 

the differential energy flux of the inverted-V electrons was strongly modified by the wave effect in a 

case with the 1 kV potential drop. They concluded that the inverted-V electron flux is efficiently 

modified when the velocity of the inverted-V electrons is comparable to or smaller than the peak Alfvén 

speed. Assuming that the energy of the inverted-V electrons is proportional to the auroral intensity, the 

flux modulation becomes weaken with the auroral intensity. This tendency is qualitatively consistent 

with the results shown in the right panel of Figure 3.22. 

   



85 

 

 

4   Fastest Flickering Aurora 

A high-speed imaging observation is an innovative and unique strategy to elucidate the generation 

mechanism of the flickering aurora. As reported by previous studies, EMIC waves with the frequency 

ranges below the local fO+ and up to the local fH+ have often been identified by the satellite and sounding 

rocket observations [e.g., Erlandson et al., 1994]. These observations imply the possibility that not only 

O+-band EMIC waves but also both He+-band and H+-band EMIC waves contribute to produce high-

frequency flickering auroras. 

The purpose of this chapter is to test the hypothesis that flickering auroras are generated by multi-ion 

EMIC waves by realizing the ground-based high-speed imaging observation with a sampling rate of 160 

fps. The spatiotemporal analysis method of flickering auroras is shown in Section 4.1. Section 4.2 

provides an event description of the fastest flickering aurora and the results of the spatiotemporal 

analyses. The possibility of H+-band EMIC waves as a source of the fastest ever observed flickering 

modulation is discussed in Section 4.3. Conclusions are provided in Section 4.4. 

 

4.1 Method of Analysis 

In order to investigate the short time-scale variation of the flickering frequency, we apply the S-

transform [Stockwell et al., 1996]. The definition and the calculation technique of the S-transform, which 

is derived from an idea of a continuous wavelet transform, are shown below. 

The wavelet transform W(τ, d), which is often used for the frequency–time analysis, of a function h(t) 

is given by 

𝑊(𝜏, 𝑑) = ∫ ℎ(𝑡)𝑤(𝑡 − 𝜏, 𝑑)𝑑𝑡,
∞

−∞

 

where w(t-τ, d) is a time-shifted mother wavelet w(t, d) with the width of d which controls a frequency 

resolution. The S-transform S(τ, f, σ) of a function h(t) is denoted by  

𝑆(𝜏, 𝑓, 𝜎) = ∫ ℎ(𝑡)
∞

−∞

𝑔(𝑡 − 𝜏, 𝜎)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡, 

where mother wavelet g(t-τ, σ) is defined as  

𝑔(𝑡, 𝜎) =
1

𝜎√2𝜋
𝑒

−
𝑡2

2𝜎2 . 
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Note that σ is the Gaussian width which can be written as the inverse of the frequency, and thus the S-

transform is given by  

𝑆(𝜏, 𝑓) = ∫ ℎ(𝑡)
∞

−∞

𝑔(𝑡 − 𝜏, 𝑓)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡. 

Using a function p(t, f), the above calculation can be simplified as below: 

𝑝(𝑡, 𝑓) = ℎ(𝑡)𝑒−𝑖2𝜋𝑓𝑡 , 

𝑆(𝜏, 𝑓) = ∫ 𝑝(𝑡, 𝑓)
∞

−∞

𝑔(𝑡 − 𝜏, 𝑓)𝑑𝑡. 

The Fourier transfer B(α, f) of the S-transform is given by the convolution integral as follows: 

𝐵(𝛼, 𝑓) = ∫ 𝑆(𝜏, 𝑓)𝑒−𝑖2𝜋𝛼𝜏𝑑𝜏
∞

−∞

 

                      = ∫ ∫ 𝑝(𝑡, 𝑓)
∞

−∞

𝑔(𝑡 − 𝜏, 𝑓)𝑒−𝑖2𝜋𝛼𝜏𝑑𝑡𝑑𝜏
∞

−∞

 

  = 𝑃(𝛼, 𝑓)𝐺(𝛼, 𝑓), 

where P(α, f) is the Fourier transform of p(t, f), and G(α, f)=exp(-2π2α2/f2) is the Fourier transform of 

g(t,σ). P(α, f) can be written by F(f), which is the Fourier transform of h(t), as follows:  

𝑃(𝛼, 𝑓) = ∫ 𝑝(𝑡, 𝑓)
∞

−∞
𝑒−𝑖2𝜋𝛼𝑡𝑑𝑡 

         = ∫ ℎ(𝑡)𝑒−𝑖2𝜋(𝛼+𝑓)𝑡
∞

−∞
𝑑𝑡 

= 𝐹(𝛼 + 𝑓). 

Thus, the S-transform can be computed using the Fourier transform as follows: 

𝑆(𝜏, 𝑓) = ∫ 𝐵(𝛼, 𝑓)𝑒𝑖2𝜋𝛼𝜏𝑑𝛼 =
∞

−∞

∫ 𝐹(𝛼 + 𝑓)𝑒−2𝜋2𝛼2/𝑓2
𝑒𝑖2𝜋𝛼𝜏𝑑𝛼

∞

−∞

. 

An integration of the S-transform over a time period gives the Fourier transform as follows:  

∫ 𝑆(𝜏, 𝑓)
∞

−∞

𝑑𝜏 = ∫ ∫ 𝐹(𝛼 + 𝑓)𝑒
−

2𝜋2𝛼2

𝑓2 𝑒𝑖2𝜋𝛼𝜏𝑑𝛼
∞

−∞

∞

−∞

𝑑𝜏 

     = ∫ 𝐹(𝛼 + 𝑓)𝑒
−

2𝜋2𝛼2

𝑓2 𝛿(𝛼)𝑑𝛼
∞

−∞

 

                               = 𝐻(𝑓) 

In this study, we estimate the flickering patch scale with a particular frequency by using two different 

ways: a high-pass filtered image and a phase difference map. The running average of the high-pass 

filtered image with a particular time window corresponding to the flickering frequency makes clear the 

flickering patch shape. The phase difference map that is calculated from the S-transform is more useful 
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to investigate the time variation of the flickering patch scale with a particular frequency. A phase 

difference, θxy(ω, t), between two points x and y based on the S-transform is defined as follows: 

𝜃𝑥𝑦(𝜔, 𝑡) = tan−1 (
𝑄𝑥𝑦(𝜔, 𝑡)

𝐾𝑥𝑦(𝜔, 𝑡)
), 

where Kxy(ω, t) and Qxy(ω, t) are the cospectrum and quadrature spectrum between the two points, 

respectively. They are defined as the real and the imaginary part of a cross-spectrum Sxy(ω, t) as follows: 

𝑆𝑥𝑦(𝜔, 𝑡) = ℎ𝑥(𝜔, 𝑡)ℎ𝑦
∗ (𝜔, 𝑡) = 𝐾𝑥𝑦(𝜔, 𝑡) − 𝑖𝑄𝑥𝑦(𝜔, 𝑡), 

where hx(ω, t) and hy(ω, t) denote the S-transform spectra of the intensity time profiles at x and y, and 

an asterisk indicates the complex conjugate. In this study, x and y are defined by a basis pixel, which is 

selected among the flickering region, and an arbitrary pixel, respectively. A total of 80 phase maps for 

1 to 80 Hz are obtained from a calculation of 1-s time interval. This calculation is applied to the extracted 

256 × 256 pixel region covering the appearance region of the flickering aurora.  

Assuming that the double spatial scale of the flickering patch corresponds to the wavelength of EMIC 

waves perpendicular to the ambient magnetic field [e.g., Sakanoi et al., 2005], there are two ways to 

estimate the wavelength by using the phase difference map. By the first way, the wavelength can be 

estimated from a length between 2π phase difference [Yaegashi et al., 2011]. By the second way, the 

wavelength can be estimated from a propagation speed of the phase front of EMIC waves. When the 

propagation speed of the flickering patch with a certain frequency (f) is Vp,⊥, a perpendicular 

wavenumber (k⊥) or a perpendicular wavelength (λ⊥) can be obtained from the following equation: Vp,⊥ 

= f λ⊥ = ω/ k⊥. In this study, the wavelengths, estimated from both the running average image and the 

2π phase difference, are projected to a resonance altitude of electrons and EMIC waves under the 

assumption that the emission layer of the flickering aurora corresponds to the altitude of 100 km.  

 

4.2 Observational Results 

4.2.1 Event Description 

Flickering aurora was observed in the pre-midnight sector (~21.5 MLT) during the auroral breakup 

at the expansion phase of a substorm with a peak AE index of 1266 nT at 0906 UT on 19 March 2016. 

Ground-based magnetometer data recorded at PFRR are shown in Figure 4.1a. H, D, and Z indicate the 

north–south, east–west, and vertical geomagnetic field components, respectively. Figure 4.1b shows 

the approximate magnetic north–south keogram for 20 min that is created from the data obtained from 

sCMOS 2 which recorded 512 × 512 pixel images at 40 fps from 0 to 60 s every minute. The location 

of the magnetic zenith at PFRR is marked by a white horizontal dashed line. An intensity time profile 

at the magnetic zenith is shown in Figure 4.1c. Flickering auroras were detected at particular time when 

the extremely bright aurora exceeding a few hundred kR at 557.7 nm (not shown) appeared around the 

magnetic zenith, which is denoted by a white vertical dashed line in Figure 4.1b. Flickering auroras 
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were observed within active auroras for a time period of approximately 1 min from 09:05:55 UT by 

sCMOS 1 which recorded 512 × 256 pixel images at 160 fps from 0 to 60 s every minute. The active 

auroras including flickering auroras appeared simultaneously with a rapid change in the horizontal 

component of the geomagnetic field of approximately 300 nT as shown by a black vertical line in Figure 

4.1a. The geomagnetic field variation corresponds to the field-aligned current density of ~50 μA/m2 

based on the vortex current assumption demonstrated in a study by Glassmeier et al. [1992]. 

 

Figure 4.1: (a) Ground-based magnetometer data at PFRR. North–south, east–west, and 

vertical components are shown as H, D, and Z, respectively. (b) North–south keogram for 

20 min created from the data obtained from sCMOS 2 installed at PFRR. (c) Time variation 

of the auroral intensity around the magnetic zenith shown by a white horizontal dashed line 

in Figure 4.1b.  
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The active aurora consisting of the fine-scale turbulent motions was detected by sCMOS 1. The 

flickering aurora was observed at 09:06:26–09:06:29 UT, and the complicated auroral motions began at 

09:06:35 UT. Bright arc elements with rapid movements were observed at 09:06:38 and 09:06:40 UT, 

and flickering auroras sporadically appeared again from 09:06:38 UT. A few “arc packets”, which were 

similar to what was previously reported in a study by Semeter et al. [2008], were detected at time 

intervals of 09:06:35.5 UT and 09:06:43.0 UT. 

 

4.2.2 Spatiotemporal Variations 

The fastest flickering aurora discussed in this study sporadically appeared inside the eastward 

(leftward) drifting arc system for only 1 s at around 09:06:26.600 UT. Figure 4.2a shows a snapshot of 

the flickering aurora observed at 09:06:26.612 UT. A white cross marks the magnetic zenith at PFRR, 

and a black X and a black diamond denote the selected locations of the fastest flickering aurora and the 

flickering aurora with a typical frequency, respectively. We assume in this study that the temporal 

variation is dominant, and the flickering frequency was estimated using the S-transform method. In order 

to determine the location of the fastest flickering aurora accurately, the 2D-maps of the power spectrum 

from 1 to 80 Hz for each frame were calculated from the S-transform, and the point X was selected from 

pixels in which the power spectral density at 75 Hz at 09:06:612 UT was the highest (not shown). Figure 

4.2b shows the approximate magnetic north–south keogram of the data obtained from sCMOS 1 with 

higher frequency components exceeding 10 Hz (hereafter referred to as high-pass filtered images) across 

point X and the diamond for 0.5 s from 09:06:26.355 UT, which is created from the subtraction of 

running averaged images with a 0.1-s time window at each frame. The time intervals labeled as A and 

B indicate the time periods of flickering auroras, which are indicated by red arrows, focused on in this 

study. Flickering modulations at a frequency of approximately 10 Hz were also observed, which 

corresponds to three black and white pairs around the x = 70–150 pixel region.  
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Figure 4.2: (a) Snapshot captured by sCMOS 1 when the fastest flickering aurora appeared 

around a black X (x = 52, y = 56). A white cross indicates the magnetic zenith at PFRR, 

and a black diamond (x = 52, y = 120) shows the appearance location of the flickering 

aurora with a typical frequency. North corresponds to the top, and east corresponds to the 

left. (b) North–south keogram of the high-frequency components exceeding 10 Hz for 0.5 

s from 09:06:26.355 UT across the point X and the diamond. Flickering auroras focused on 

in this study are indicated by red arrows. 

 

Top panels of Figure 4.3a and 4.3b depict the intensity time profiles averaged over a 5 × 5 pixel area 

centered at the diamond and the point X as shown in Figure 4.2a, respectively. Bottom panels show the 

frequency–time representations corresponding to 5–80 Hz, which is calculated from the S-transform 

using each intensity profile to investigate the short time-scale variation of the flickering frequency. The 

color indicates the logarithmic power spectrum normalized by the square root of each frequency. The 

result shows that the peak frequency of the typical flickering aurora, appeared around the diamond, is 

approximately 10 Hz as shown in Figure 4.3a. The results also indicate that sporadic intensifications of 

spectral power over 20 Hz were observed for 0.4 s from 09:06:26.3 UT around the point X. Four bipolar 

waveforms and a waveform that was especially observed during the time intervals A and B covered 

frequency ranges of approximately 50–60 Hz and to a maximum corresponding to the Nyquist frequency 
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of 80 Hz, respectively. Each flickering amplitude was approximately 1.6% and 3.2% of the background 

aurora and was significant, >3σ and >6σ, respectively, where σ is a noise level corresponding to ~14 

count. These amplitudes were 6–7 times lower than the typical flickering aurora, which is reported as 

10%–20% of the background aurora [e.g., Berkey et al., 1980; Kunitake and Oguti, 1984; Sakanoi and 

Fukunishi, 2004]. 

 

Figure 4.3: Intensity time profiles spatially averaged over a 5 × 5 pixel area centered at the 

diamond (a) and the point X (b) shown in Figure 4.2a and frequency–time representation 

calculated from the S-transform using each intensity profile for 1 s from 09:06:000 UT. The 

color shows a logarithm power spectrum normalized by the square root of each frequency.  
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Figure 4.4 shows the time variation of flickering patch structures that appear within an extracted 256 

× 256 pixel region. The running average of the high-pass filtered images with a 0.05-s time window was 

calculated to investigate the patch scale of the typical 10-Hz flickering aurora. Figure 4.4a shows the 

running average images of a 0.05-s time interval for 0.15 s from 09:06:26.449 UT. It was observed that 

the flickering patch is roughly circular in shape with an approximately 100 × 100 pixel scale. Figure 

4.4d represents the patch shape at 09:06:26.499 UT, which corresponds to the second panel of Figure 

4.4a, and the patch scale is estimated to be 7.0 km × 7.8 km in the approximate magnetic north–south 

and east–west directions based on a cyan contour under the assumption that the emission layer of the 

flickering aurora is at an altitude of 100 km. Figure 4.4b and 4.4c show the time variations in differential 

images that are created by subtracting the high-pass filtered image from a previous frame during time 

intervals A and B. It is found that clear on–off modulations that corresponds to the frequency range of 

approximately 50–60 Hz and to the frequency of 80 Hz in Figure 4.4b and 4.4c, respectively. Figure 

4.4e and 4.4f show the flickering patch shapes with the frequencies of 50–60 Hz and 80 Hz. The patch 

shape of the fastest flickering aurora is highly aligned in the east–west direction, and the scale is 

approximately 1.9 km × 5.9 km in the north–south and east–west directions. These modulations 

appeared at approximately 5 km equatorward from the center of the typical flickering aurora. It is also 

found that the patch scale of the fastest flickering aurora is smaller than that of the typical flickering 

aurora. 
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Figure 4.4: Time variations of the flickering patch structures that appear in an extracted 

256 × 256 pixel region. (a) Typical 10-Hz flickering aurora represented by the running 

average of high-pass filtered images with a time window of 0.05 s during a 0.15-s time 

interval. (b) Flickering aurora with a frequency range of 50–60 Hz and (c) temporal 

variations of the patch structure varying every 1/160 s represented by subtracting high-pass 

filtered images from a previous frame during the time intervals A and B. The patch shapes 

and scales with the frequency equal to (d) 10 Hz, (e) 50–60 Hz, and (f) the fast variations 

varying every 1/160 s at the altitude of 100 km, respectively.   

 

The estimation of the flickering patch scale by using the phase difference map was also conducted 

for confirmation of the results obtained from the high-pass filtered image shown in Figure 4.4. Top 
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panels of Figure 4.5 show the snapshots of the phase difference map for the same region as that shown 

in Figure 4.4 at frequencies of 10 Hz, 50 Hz, and 75 Hz, respectively, when the modulations with each 

frequency were significant. For the 10-Hz phase map, the diamond shown in Figure 4.2a was adopted 

as the basis pixel so as to investigate the patch scale of the typical flickering aurora. For the other two 

phase maps, the point X shown in Figure 4.2a was adopted as the basis pixel so as to investigate the 

patch scale of the flickering aurora with the frequencies >50 Hz. It is found that in-phase regions are 

distributed centering around the basis pixels at each frequency, although the wavy structure of the phase 

difference is complicated and the patch shape becomes unclear as frequency increases. For 10 Hz and 

50 Hz, the patch sizes with the phase difference from –π/2 to π/2 in the north–south and the east–west 

directions across the basis pixel were manually calculated as accurately as possible, although the patch 

structure in the phase difference of 75 Hz was obscure. It is found that the patch size of the typical 10 

Hz flickering aurora is approximately 5.0 km × 5.3 km in the north–south and east–west directions and 

is larger than that of 50-Hz flickering aurora with the patch scale of 1.0 km × 4.3 km as also shown in 

Figure 4.4. The estimated values are written in Figure 4.5a and are summarized in Table 4.1 together 

with the results estimated from the high-pass filtered images shown in Figure 4.4. The numbers shown 

in parentheses are the results estimated from the phase difference map. Due to the ambiguity of the edge 

of the patch structure shown by the phase difference, there is a tendency that the patch scales estimated 

from the high-pass filtered image are larger than those estimated from the phase difference map.  

Bottom two panels of Figure 4.5 are time variations of the phase map extracted in the approximate 

magnetic north–south and east–west directions across each basis pixel. White horizontal dashed lines 

mark the location of each basis pixel, and white vertical lines represent the time when the phase map 

are shown. It is found that there is no outstanding propagation of the wave front, which can be used for 

the estimation from the perpendicular phase speed, around the basis pixel.  
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Figure 4.5: Phase maps (top) colored by the phase difference with frequencies of (a) 10 Hz, 

(b) 50 Hz, and (c) 75 Hz, respectively. Time variations of the phase map in the magnetic 

north–south and east–west directions across the basis pixel for one second (bottom). White 

horizontal lines mark the location of the basis pixel, and white vertical lines mark the time 

when the phase maps were represented.  

 

 f = 10 (Hz) f = 50 (Hz) f = 75 (Hz) 

Patch size (N–S) (km) 7.0 (5.0) 4.2 (1.0) 1.9 (––) 

Patch size (E–W) (km) 7.8 (5.3) 5.2 (4.3) 5.9 (––) 

Table 4.1: Patch sizes in the north–south and east–west directions estimated from the two 

different ways under the assumption that the emission layer of the flickering aurora is the 

100-km altitude. The numbers shown in parentheses are the results estimated from the phase 

difference map.  

  

4.3 Discussion 

In this study, 2D images of the fastest ever observed flickering aurora with the temporal variation of 

the patchy structure varying every 1/160 s were obtained from ground-based high-speed observations. 

The flickering aurora with frequencies >20 Hz sporadically appeared within the bright breakup arc of 

more than a few hundred kR, and the peak frequency intermittently changed on a time scale of 0.1 s 

during a 0.4-s period from 09:06:26.3 UT. The durations of the time intervals A and B corresponded to 
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0.05 s and <0.02 s, respectively. The fast flickering aurora was located equatorward of the typical 

flickering aurora with a frequency of 10 Hz and the spatial distance between the centers of each patch 

approximately corresponded to 5 km at an altitude of 100 km. The patch was aligned in the east–west 

direction on the spatial scale of 1.9 km × 5.9 km, which were smaller than those of the roughly circular 

10-Hz flickering aurora on the scale of 7.0 km × 7.8 km in the north–south and east–west directions. 

McHarg et al. [1998] used a high-speed 1D photometer to acquire temporal variations of aurora up to 

20 kHz. They found that intensity fluctuations were primarily below 80 Hz, and frequencies up to 180 

Hz were also detected. As far as we know, the 2D-structure of such a fast-varying flickering aurora have 

not been reported until now. 

We now discuss the origin of the fastest flickering aurora with the temporal variation of the patchy 

structure varying every 1/160 s. There are two possible source regions to generate such a flickering 

aurora: magnetosphere region and M–I coupling region. Kataoka et al. [2012] found the pulsating aurora 

with the quasi-periodic modulation at a frequency of 54 Hz. They discussed that short bursts of whistler 

mode chorus waves, occurring near the magnetic equator [Trakhtengerts et al., 2004], could be one of 

the possible generation mechanisms. In addition, Kataoka et al., [2015] found a “compound” auroral 

event comprising the flickering aurora and the pulsating aurora which were simultaneously observed 

within the narrow FOV of 14.8° × 14.8° during the expansion phase of an intense substorm. If the fastest 

auroral modulation we showed here was caused by the wave-particle interaction of the whistler chorus 

wave in the magnetosphere, it is the fast record of “compound” auroral event. However, such an ad-hoc 

interpretation may not be necessary, since pulsating auroras were not observed and somewhat coherent 

appearance of the fastest flickering aurora with standard flickering aurora at the same time at an 

overlapped position.  

One of the possibilities in the M–I coupling region is the frequency modulation effect due to the 

interference wave, as shown in Section 1.5.2, consisting of the O+-band EMIC waves with slightly 

different frequencies. If two frequencies of the O+-band waves were 10 Hz and 20 Hz, respectively, the 

high-frequency component of the interference wave does not exceed 15 Hz. By the same reason, the 

interference wave consisting the two He+-band EMIC waves or the O+-band and He+-band EMIC waves 

cannot generate the flickering aurora with the frequency 80 Hz.  

Another possibility, or probably the most plausible generation mechanism in the M–I coupling region, 

is H+-band EMIC waves. The observational results show that the typical flickering frequency was 

approximately 10 Hz. Consequently, the resonance altitude between electrons and O+-EMIC waves can 

be estimated as 6000 km. Multi-ion EMIC waves in O+, He+, and H+ generally have the frequency 

depending on the propagation angle. Given the assumption that all multi-ion EMIC waves resonate 

electrons at the same altitude of 6000 km, the frequency range of H+-EMIC waves with the propagate 

angle of 0–90° is 40–160 Hz. It is found that the frequency of the observed fastest flickering aurora 
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possibly corresponds to the lower frequency range of H+-EMIC waves. If the proposed hypothesis was 

true, much faster flickering aurora with the higher frequency range can also be detected in future by a 

higher speed imaging than that of the observations in the present study. 

In order to diagnose the validity of multi-ion EMIC waves, we compare the theoretical dispersion 

relations of EMIC waves in the multi-ion component plasma with the observational results of the 

flickering frequency and the wavenumber obtained from the spatiotemporal analysis. Figure 4.6 shows 

two cases of the dispersion relations of EMIC waves with perpendicular propagation angles from 85° to 

89° [e.g., Sakanoi et al., 2005; Yaegashi et al., 2011; Michell et al., 2012] in the different two multi-ion 

plasma conditions in consideration of different occurrence locations and resonance altitudes of each 

flickering aurora. Black points indicate the observational results of the flickering frequency and the 

wavenumber estimated from the S-transform and the high-pass filtered image shown in Figure 4.4. The 

wavenumber is projected to the resonance altitude from the emission layer of the flickering aurora 

corresponding to the altitude of 100 km. The error bars indicate the minimum and maximum values of 

each parameter. The theoretical dispersion relations shown by colored solid lines can be calculated by 

assuming the propagation angle of EMIC waves, the total electron density, and the ion composition ratio 

at the resonance altitude, and are fitted so as to cover the observational results by choosing the total 

electron density and the ion composition ratio. Vertical dashed lines shown in Figure 4.6 indicate the 

lower limit of the perpendicular wavenumber, which are determined by the FOV and the resonance 

altitude. 

Figure 4.6a indicates the case that the fast flickering aurora with the frequency range of 50–60 Hz 

and up to 80 Hz appears at the same spatial location of the typical 10-Hz flickering aurora as shown in 

Figure 4.3a. The resonance altitude between electrons and the 10-Hz O+-EMIC wave can be estimated 

as 6000 km. In this case, it is assumed that all multi-ion EMIC waves resonate the electron at the same 

altitude of 6000 km. By fitting the theoretical relation to the observational results of the frequency range 

and the wavenumber range, the total electron density and the ion composition ratio can be obtained as 

20 cm-3 and H+ : He+ : O+ = 70 : 10 : 20, respectively. Although the modulation of 50–60 Hz is interpreted 

as H+-band EMIC waves in this case, the estimated electron density is not reasonable, since the density 

is two order of magnitude greater than the typical density in the cavity region and is one order of 

magnitude lower than the ambient density at the altitude.  

Figure 4.6b indicates the case that the typical flickering aurora appears at the same spatial location 

of the fast flickering aurora with the upper limit of the typical frequency corresponding to 15 Hz during 

the time intervals A and B as shown in Figure 4.3b. The resonance altitude between electrons and the 

15-Hz O+-EMIC wave can be assumed as the 3500-km altitude. In this case, all multi-ion EMIC waves 

are assumed to resonate the electron at the same altitude of 3500 km within the same spatial region of 

the fastest flickering aurora. The estimated total electron density and the ion composition ratio are 0.2 
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cm-3 and H+ : He+ : O+ = 70 : 10 : 20, respectively. These results are consistent with the parameters at 

the proton-rich density cavity inside the auroral acceleration region [e.g., McFadden et al., 1999]. In 

this case, the origin of the modulation of 50–60 Hz can be interpreted as the He+-band wave. It is also 

found that both cases show that the origin of the fastest flickering aurora with the frequency >80 Hz can 

be interpreted as H+-band EMIC waves.  

Since the cavity region is actually dominated by plasma sheet electrons with temperatures over 100 

eV, the hot plasma treatment is needed to consider for the wave propagation property. According to the 

hot plasma theory, the effect of the cyclotron damping cannot be ignored when kλD ≥ 1 where λD is 

Debye length. In consideration of the auroral cavity region, λD is approximately 330 m for 1 keV 

electrons in the plasma density of 0.5 cm-3, which corresponds to the wavenumber of ~20 × 10-3/m and 

is an order of magnitude greater than our observational results. We also consider finite gyroradius effects, 

which confine the wave-particle interaction at the small spatial scale as shown by Michell et al. [2012]. 

At the altitude of 3500 km, the gyroradius of O+, He+, and H+ with a temperature of 1 keV are 840 m, 

420 m, and 210 m, respectively. From these values, the wavenumbers of O+, He+, and H+ are 7.5 × 10-

3/m, 15 × 10-3/m, and 30 × 10-3/m, respectively. These results indicate that the cyclotron damping or the 

finite gyroradius effect do not affect the Landau resonance interaction on the scale of our observational 

results. In other words, if we found the flickering patch with the scale less than ~100 m, we can test the 

damping and finite gyroradius effects. 

The resonance energy of the electron to satisfy the Landau resonance condition can be estimated by 

using the frequency, the propagation angle, and the perpendicular wave number, although the energy 

strongly depend on the propagation angle. In case of Figure 4.6a, the resonance energies of the electron 

to interact EMIC waves with the frequency of 8.0 Hz, 55.0 Hz, and 72.5 Hz are <900 eV, >4.2 keV, and 

>2.8 keV, respectively. In case of Figure 4.6b, these energies are estimated as >460 eV, >8.6 keV, and 

>5.7 keV, respectively. Whiter et al. [2010] reported that the electron energy to cause the flickering 

aurora is up to approximately 40 keV, which exceeds the peak energy of the inverted-V electrons, by 

using ground-based multispectral imaging observations. Although our estimations of the resonance 

energy associated with EMIC waves are lower than the previous study shown by Whiter et al. [2010], 

especially for EMIC waves with the frequency >55 Hz, they are comparable to the typical energy range 

of the inverted-V electrons. These results indicate that the Landau resonance condition was possibly 

satisfied at the auroral acceleration altitude. 
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Figure 4.6: Two cases of dispersion relations of EMIC waves with the perpendicular 

propagation angles (black, blue, green, yellow, and red lines) in different two multi-ion 

plasma conditions and observational results of the flickering frequency and the 

wavenumber (black points).  

 

One may consider that our results are helpful to diagnose the plasma condition at the resonance 

altitude using the comparison between the observational results and theoretical dispersion relation. The 

fastest flickering aurora was, however, actually complicated by a sporadic appearance relative to the 
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typical flickering aurora, and the resonance altitude or the total electron density cannot be uniquely 

decided as shown in Figure 4.6. These results potentially indicate that the generation mechanism is 

beyond the linear theory of multi-ion EMIC waves, and that it is necessary to consider nonlinear wave 

emission in the inhomogeneous plasma.  

We consider two aspects of the reasons for the first-time detection of possible H+-band flickering 

aurora, namely, technical and theoretical aspects. The technical reason is that the high-speed imaging 

observation enabled the detection of the sporadic appearance of the fast flickering aurora on a time scale 

of 0.1 s with a limited horizontal scale of 1.9 km × 5.9 km. Satellite and sounding rocket observations 

cannot resolve such fast and fine-scale variations.  

With respect to the theoretical aspect, the detectability of H+-band EMIC waves was demonstrated 

by previous studies using ray tracing calculations [Lund and LaBelle, 1997]. The results indicated that 

H+-band EMIC waves with a normal wave angle <10° can propagate to lower ionospheric altitudes as 

the source altitude decreases without reflection at bi-ion hybrid resonance frequencies, although H+-

band EMIC waves were significantly attenuated when compared with O+-band EMIC waves. The 

propagation properties are consistent with the observational result that the flickering aurora associated 

with H+-band EMIC waves was rarely observed when compared with that of the traditional O+-band 

EMIC wave. Thus, in order the resonance interaction of H+-band EMIC waves to occur, H+-band EMIC 

wave resonates electrons at a higher altitude prior to the wave attenuation or the source altitude of H+-

band EMIC waves is lower than usual to propagate the lower altitudes.  

We now discuss the formation mechanisms for the spatiotemporal behavior of the fastest flickering 

aurora. The fine-scale flickering structure with a frequency of 80 Hz was east–west aligned and is 

consistent with the spatial asymmetric property demonstrated in a study by Michell et al. [2012]. A 

possible reason for the result is the interference pattern composed of multiple EMIC waves with different 

wavenumbers. In addition, the fast-varying patchy structure appeared at ~5 km equatorward from the 

center of the typical flickering aurora. The spatial gap between these appearances is likely to be 

associated with the propagation property of multi-ion EMIC waves. Lund and LaBelle [1997] showed 

that H+-band EMIC waves are more spread over a wide latitude range than the O+-band EMIC waves 

and consequently have a lower power spectral density. Although our result showed that the H+-band 

flickering aurora has smaller scale structure than that of typical flickering auroras, further investigations 

of the spatial distribution and the patch scale of flickering auroras generated by multi-ion EMIC waves 

are important to clarify the wave property in a multi-ion species plasma.  

The temporal variation of the fastest flickering aurora was actually complicated by a sporadic 

appearance on a time scale of 0.1 s. This feature is likely to be caused by the rapid appearance and 

disappearance of multi-ion EMIC waves and indicates that the generation mechanisms are beyond the 

linear theory due to nonlinear effects as discussed in the inner magnetosphere [Omura et al., 2010]. 



101 

 

Although another possibility is a temporal variation of the acceleration region associated with the wave 

excitation, it is not likely to be reasonable, because the parallel potential drops appear to be stable on 

time scales corresponding to tens of seconds [Ergun et al., 1998].  

Our study could not explain the excitation mechanism of the sporadic multi-ion EMIC waves based 

solely on the high-speed imaging observations. In order to improve our understanding of the formation 

mechanisms discussed above, simulation studies of the generation and propagation properties of multi-

ion EMIC waves are needed. It is important to consider non-linear and inhomogeneous effects in order 

to reproduce observations of complicated spatiotemporal variations. 

 

4.4 Conclusions 

We found 2D images of the fastest ever observed patchy flickering aurora varying every 1/160 s by 

the ground-based high-speed observation. The flickering aurora with frequencies >20 Hz sporadically 

appeared within the bright breakup arc, and the peak frequency intermittently changed on a time scale 

of 0.1 s during 0.4-s period. The fast-varying patch was aligned in the east–west direction and was 

smaller than the roughly circular 10-Hz flickering auroral patch. These results are consistent with the 

hypothesis that flickering auroras are generated by multi-ion EMIC waves in the inhomogeneous plasma. 
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5   Application of High-speed Imaging Observations 

The high-speed imaging observation have been used not only for the investigation of the flickering 

aurora but also for the other auroras with quasi-periodic modulations. In this chapter, rapid spatial 

motions of the pulsating aurora are presented as one of the applications for the high-speed observation.  

 

5.1 Introduction 

Pulsating aurora is a phenomenon defined by the repetition of irregular ON–OFF switching of auroral 

intensity. The typical repetition period is a few to 20 s [Yamamoto, 1988]. The pulsating aurora is 

typically observed during the recovery phase of substorms in both auroral and subauroral zones over a 

wide range of magnetic local times [e.g., Cresswell, 1972; Royrvik and Davis, 1977]. A quasi-periodic 

intensity modulation of 3 ± 1 Hz is often observed during the ON-phase [e.g., Nishiyama et al., 2014; 

Sandahl et al., 1980; Sato et al., 2004]. From sounding rockets and satellite observations, flux 

modulations of precipitating electrons with energies of a few to tens of keV were shown to be present 

at 3 ± 1 Hz [e.g., Miyoshi et al., 2010, 2015; Nishiyama et al., 2011; Sandahl et al., 1980; Sato et al., 

2004].  

Two source regions for the pulsating aurora have been considered. The first is placed far from the 

earth, around the magnetic equator. Nishimura et al. [2010] indicated a one-to-one correspondence 

between chorus waves and auroral intensity modulation from a conjunction event of THEMIS satellites 

located at the magnetic equator and ground auroral imagers. Miyoshi et al. [2010] proposed a new model 

for the TOF effect of the precipitating electrons by considering the propagation of chorus waves. Miyoshi 

et al. [2010] and Nishiyama et al. [2011] conducted TOF analyses assuming wave–particle interactions 

of electrons with propagating chorus waves from the equator and showed that the region is covered up 

to approximately 15° MLAT at the off-equator. Another possible source region is located much closer 

to the earth. Sato et al. [2004] showed that the aurora of Syowa–Iceland pair observations were not 

conjugate in shape and the FAST satellites detected an anti-correlation between electrons and ions, 

suggesting that the field-aligned potential drop contributes to the modulations. Their study indicated that 

the source region was ~2 to 6 RE above the FAST satellite [Sato et al., 2004].  

Miyoshi et al. [2015] elucidated the origin of the internal modulations including the 3 ± 1 Hz of the 

pulsating aurora by a comparative study of the Reimei observations and a computer simulation. They 
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concluded that the main modulations with a few seconds are caused by lower-band chorus bursts and 

the 3 Hz modulations are caused by a repetition of rising tone chorus elements embedded in the chorus 

bursts. Katoh [2014] showed that the propagation of chorus elements from the magnetic equator is 

dependent on the background density distribution by a simulation study. In cases of density enhancement 

or decrease to form a wave duct, chorus elements can propagate well along the magnetic field; in cases 

without such a duct, they obliquely propagate and gradually depart from the initial magnetic field.  

It is well known that horizontal patches move with speeds in the order of km s−1 at ionospheric 

altitudes by E × B drift [Nakamura and Oguti, 1987]. In addition, complicated spatial and temporal 

motions of pulsating patches have been observed and classified into several types according to their 

shapes, sizes, and propagating features [e.g., Oguti, 1978; Yamamoto and Oguti, 1982]. The fastest 

motions that have been reported are fast auroral waves [Boyd et al., 1972; Cresswell, 1968; Cresswell 

and Belon, 1966; Scourfield and Parsons, 1971] and superfast auroral waves [Hough et al., 1992]. Fast 

auroral waves are east–west aligned in an arc-like form and travel equatorward at a speed of up to 300 

km s−1 over a distance exceeding 250 km. Their repetition rate is typically 1 Hz. Superfast auroral waves 

also propagate equatorward over a distance exceeding 1400 km with a typical speed of 700 km s−1 and 

a maximum speed of 1200 km s−1. Although the generation mechanisms of these fast auroral waves are 

currently an open question, earthward-propagating magnetohydrodynamics waves, i.e. the most basic 

waves here are fast-mode waves propagating across the field line in the equatorial plane, are considered 

to be a possible candidate.  

Spatial variation in pulsating patches associated with the 3 ± 1 Hz intensity modulation has rarely 

been reported, except for Nishiyama et al. [2016]. They investigated the spatial and temporal 

characteristics of the pulsating aurora by using principal component analysis and FFT analysis. They 

showed that substructures of the patch with the 3 Hz modulation oscillated back and forth, which may 

be closely related to the propagation process of chorus waves.  

The purpose of this chapter is to report the rapid spatial-temporal motions of the pulsating aurora, 

including variations accompanying the 3 ± 1 Hz modulation. In Section 5.2, we show the fundamental 

properties of the pulsating aurora, such as the velocity and direction of motion. In Section 5.3, we discuss 

the formation mechanism considering the velocity of the chorus elements’ propagation from the 

magnetic equator. Concluding remarks are provided in Section 5.4. 

 

5.2 Observations 

We focus on the pulsating aurora that appeared in the post-midnight sector during the recovery phase 

of a particular magnetic storm with a minimum Dst index of −112 nT at 0900 UT on 19 February 2014, 

because the motions of the pulsating aurora were bright enough to be clearly identified. This was the 

largest storm to have occurred during the two-month observational period of the first-winter season; 
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additionally, large substorms with a peak AL index of −1713 nT took place on the same day. When the 

bright pulsating aurora covered the whole sky over the Poker Flat Research Range, the AE index 

decreased from approximately 650 nT to 100 nT during the 45-min time interval from 1414 UT to 1459 

UT (around 3.0 MLT). For those 45 min, we identified many characteristic expansions at the edges or 

over the entirety of patches. Some events show directional expansion, while some show self-similar 

expansion in all directions. The expansion appears not just once, but repetitively, during an ON-phase.  

Figure 5.1 shows an example of the pulsating aurora as observed by the all-sky camera and the 

sCMOS camera which recorded 512 × 512 pixel images at 50 fps from 0 s to 10 s every minute. Figure 

5.1a is an all-sky image captured at 14:14:01 UT. The pulsating patches slowly drifted over 

approximately 4 km at 100-km altitude toward the east side for 20 s. The estimated drift speed, 0.2 km 

s-1, is in the range of typical speeds of the E × B drift as reported by Foster and Vo [2002]. The red 

square represents the FOV of the sCMOS camera. Figure 5.1b shows a snapshot of an elongated patch 

with the repetitive expansions at the edge captured by the sCMOS camera. Figure 5.1c is a keogram 

along the black line across the elongated patch shown in 5.1b. Repetitive expansions of the pulsating 

patch were observed for the ON-phase time intervals from 14:14:01.5 to 14:14:02.5 UT and from 

14:14:05.0 to 14:14:07.5 UT. Figure 5.1e shows the time series of averaged auroral intensity of a 5 × 5 

pixel region centered at the light blue dot (x = 195, y = 91) in Figure 5.1b. There are two clear ON-

phases, and quasi-periodic intensity modulations caused by the repetitive expansions appear during the 

ON-phases. Figure 5.1d shows an extended plot for the time interval from 14:14:06.5 to 14:14:07.5 UT. 

In this event, outward motions, represented by a black arrow from the main patch, are prominent, and 

the inward motions toward the main patch can rarely be identified. 
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Figure 5.1: (a) All-sky image captured at 14:14:01 UT on 19 February 2014. Top is north, 

and right is west. The red square is the field-of-view of the sCMOS camera. (b) Example 

of repetitive expansions at the edge of a pulsating patch. Intensity is shown by gray scale in 

arbitrary unit. (c) Keogram aligned at the black line shown in Figure 5.1b for 10 s. (d) 

Extended keogram between 14:14:06.5 and 14:14:07.5 UT. (e) Averaged auroral intensity 

of the 5 × 5 pixels region centered at x = 195 and y = 91. 
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To study the complicated rapid motion in more detail, a differential image between 14:14:06.953 and 

14:14:07.053 UT was constructed as shown in Figure 5.2. The displacement of the edge between the 

two images is indicated by red arrows. The edge moves toward the northwest direction, and the distance 

of the displacement is 1.4 km in 0.1 s, corresponding to a speed of 14 km s−1 assuming that the auroral 

emission is located at an altitude of 100 km. In this study, we used the differential image technique to 

investigate the speed and direction of the patch motions for the 45-min period of interest. For the 

repetitive motions, we estimated the speeds for each expansion and used the speed as one sample data 

point. For the observation period of 10 s, the pulsating features look clearly different from those captured 

1 min before. Almost all the patches move outside of the FOV by E × B drift motion, and some patches 

may drastically change their shapes before the next observation period of 10 s starts. In this study, we 

regard different features for every 1-min interval to investigate if the patch feature is universal or not on 

the assumption that the slowly drift motion continues for the rest of 50 s. 

 

Figure 5.2: (a) High-speed image recorded at 14:14:07.053 UT, and (b) differential image 

between 14:14:06.953 and 14:14:07.053 UT. 

 

Figure 5.3 shows the velocity distribution estimated from the 120 differential images. To allow later 

discussion of the formation mechanisms of the expanding motion considering compressional Alfvén 

waves, red circles indicate the projected Alfvén speed from the magnetosphere to the ionosphere. To 

estimate the “typical” Alfvén speed, we used an empirical model of electron density [Sheeley et al., 

2001], which is estimated as 4.9 cm−3 at 3.0 MLT in the magnetic equatorial plane at L = 5.9. It is found 

that approximately 80% of the propagation speeds are comparable to or less than the typical Alfvén 

speed. A few events have very fast motions of more than 150 km s−1; some of these were observed at 
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the onset of the ON-phase. Figure 5.4 shows a snapshot of the non-repetitive expansion, which is one 

of the fastest examples with a speed of more than 200 km s−1, keograms, and intensity variation around 

a center point (x = 420 and y = 91). The figure format is the same as in Figure 5.1. The fastest motion 

of the patch expansion appeared toward the southwest direction all over the FOV at ~14:21:03.4 UT, 

corresponding to the onset of the ON-phase as shown in Figure 5.4c to 5.4e; this expansion is classified 

as non-repetitive expansion.  

 

Figure 5.3: Velocity distribution and expanded plot only for speeds less than 100 km s−1. 

The red circles indicate the projected Alfvén speed from the magnetosphere to the 

ionosphere at L = 5.9. 
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Figure 5.4: (a) All-sky image captured at 14:21:01 UT on 19 February 2014. (b) Example 

of fastest motion of non-repetitive expansions in the ON-phase. (c) Keogram aligned at the 

black line shown in Figure 5.4b for 10 s. (d) Extended keogram between 14:21:03 and 

14:21:04 UT. (e) Averaged auroral intensity of the 5 × 5 pixels region centered at x = 420 

and y = 91. 

 

Interestingly, some expansions are obviously detached from the deformed main patches as shown in 

Figure 5.5. Both edges of an oblique north–south band repetitively expand, and some expansions are 

occasionally detached from the eastern edge of the deformed band from 14:56:04.5 to 14:56:05.5 UT, 
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at around 14:56:06.5UT and after 14:56:08 UT. The frequencies are approximately 2 to 4 Hz, as shown 

by arrows in Figure 5.5e. An eastward detached expansion is represented by a white arrow in Figure 

5.5d. The average speed is approximately 40 km s−1, which is also less than the typical Alfvén speed.  

 

Figure 5.5: (a) All-sky image captured at 14:56:01 UT on 19 February 2014. (b) Example 

of detached expansions from the main deformed pulsating patch. (c) Keogram aligned at 

the black line shown in Figure 5.5b for 10 s. (d) Extended keogram between 14:56:04 and 

14:56:06 UT. (e) Averaged auroral intensity of the 5 × 5 pixels region centered at x = 208 

and y = 214. 
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Figure 5.6 shows the numbers of occurrences of directions of patch motion. If a patch expands self-

similarly, we cannot determine a particular direction. We do not include such data in Figure 5.6. The 

expansions along the east–west direction and the northwest–southeast direction are dominant. 

 

Figure 5.6: Numbers of occurrences of the directions of patch expansions. 

 

5.3 Discussion 

Our observational results showed that most of the propagation speeds of the pulsating aurora are tens 

of km s−1, comparable to or less than the typical Alfvén speed, and that the expansions are predominantly 

along the east–west direction. The propagation velocities of the pulsating aurora have been 

quantitatively studied for approximately 40 years. For instance, Yamamoto and Oguti [1982] reported 

that the typical speeds of auroral patches are 20–50 km s−1 in the north–south direction and 30–100 km 

s−1 in the east–west direction. The typical propagation velocities are generally consistent with our results, 

although previous studies using all-sky TV cameras focused on global-scale and mesoscale movements 

on spatial scales from several tens to 2000 km and time scales of a few seconds. 

We now discuss the meaning of the expansion speed of the patch associated with the 3 ± 1 Hz 

modulation. We assume that the resonant interaction of electrons with chorus elements produces both 

the expanding motion and the quasi-periodic 3 ± 1 Hz modulation of the pulsating patches. In this case, 

the speed of obliquely propagating chorus elements perpendicular to the magnetic field is projected as 

the expansion speed of a patch in the ionosphere. Although the chorus elements propagate along the 

magnetic field line with an angle of approximately 10° in the vicinity of the geomagnetic equator 

[Santolík et al., 2003], they deviate from the magnetic field with increasing magnetic latitude to become 
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nearly perpendicular at approximately 20° MLAT [Agapitov et al., 2011]. Li et al. [2010] presented 

statistical global distributions of the characteristics of chorus waves and the conditions of background 

plasmas. From figure 1 of their statistical results, we can read that the ratio between the electron plasma 

frequency and the gyrofrequency, fpe/fce, is approximately 3.0 in our observational situation with an AE 

index decrease from 650 nT to 100 nT at L = 5.9 in the nightside. According to the Appleton-Hartree 

equation [e. g., Stix, 1992], the group velocity of the parallel propagating chorus waves has the maximum 

at f = 0.25fce. The maximum group velocity at f = 0.25fce is 0.21 c, where c is the speed of light, when 

fpe/fce is 3.0, which is approximately 45 times faster than the local Alfvén wave at the equator. The 

perpendicular speed of the oblique chorus wave with a wave vector angle of 10° is more than eight times 

larger than the local Alfvén speed at the equator. The projected speed at the ionosphere is faster than 

500 km s−1. Therefore, the expanding motions are not likely to be the projection of obliquely propagating 

chorus elements. It should be noted, however, that there is no doubt that the chorus element contributes 

to cause the quasi-periodic modulation of 3 ± 1 Hz.  

As another candidate explanation for the expanding motions, we discuss the possibility of projected 

compressional Alfvén waves, because the origin of the pulsating aurora is considered to be located near 

the magnetic equator and they are one of general plasma waves in the region. We consider that the 

compressional wave possibly changes the density spatial distribution of electrons, which undergo the 

pitch angle scattering by the chorus wave, and controls the spatial motion of the pulsating patch by the 

wave propagation [Cresswell, 1968]. Both slow-mode and fast-mode Alfvén waves can be excited by 

the hot plasma injections associated with substorms at the localized high-β region [e.g., Jaynes et al., 

2015; Li et al., 2005; 2011]. Considering a margin of error of the estimated electron density of 4.9 ± 3.5 

cm−3, the range of projected Alfvén speeds is between 55 and 132 km s−1 at the ionosphere.  

As approximately 80% of all expansion speeds are equal to or less than the local Alfvén speed, there 

are two possibilities to explain the rapid motions of pulsating features by compressional Alfvén waves. 

If the expansion is formed by slow mode, the propagation speed is less than the local Alfvén waves. 

Here, we examine the perpendicular wavelengths of the oblique slow-mode waves using the assumption 

that the wave frequency is 3 Hz in the region of plasma β ~ 1. If the slow-mode wave forms fine-scale 

structures less than 10 km, such as the expanding motion, the propagation angle to the local magnetic 

field must be larger than 60°, which is consistent with the observed values. At the given propagation 

angle, the higher the frequency of a wave, the smaller a structure the wave can produce in the 

perpendicular direction. To confirm the existence of high-frequency slow-mode Alfvén waves, 

capturing the density and magnetic field variations at high time cadence will be necessary; however, 

this is still challenging.  

If the expansion is formed by fast mode, the propagation speed is greater than that of the local Alfvén 

waves. Some events show rapid motion faster than the local Alfvén speed, especially over 150 km s−1. 
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Although the speeds are similar to the fast auroral waves already mentioned in Section 5.1, the 

equatorward propagation that is reported to be a property of fast auroral waves is very rare as shown in 

Figure 5.3. The generation mechanism of such fast motions with long displacement appears to be 

different from that of the expanding motions with speeds of tens of km s−1. On the basis of the observed 

speeds, a possible cause of the fast motions is fast-mode Alfvén waves propagating across the field line, 

as suggested by Cresswell [1968].  

The expansion motions, particularly the motions accompanied with the detached structure as shown 

in Figure 5.5, sporadically appeared. The sporadic signature is consistent with the possibility that the 

3-Hz modulation with the rapid spatial motion is formed not only by the chorus elements but also by the 

compressional Alfvén wave in the magnetic equator. The reason why the expansions are dominant along 

the east–west direction is unsolved. However, it possibly shows that our ground-based observation 

visualizes the compressional waves propagating along a longitudinal direction in the magnetic equator. 

If the mechanism associated with the Alfvén waves is established, monitoring the rapid motion around 

pulsating features may be useful to diagnose the complex Alfvén wave activity in the magnetosphere.  

Our camera system can capture rapid motions with frequencies of up to 25 Hz due to the Nyquist 

frequency. Figure 5.7 shows an example of a spectral intensity map derived for the second event from 

FFT analysis at each pixel, as described by Kataoka et al. [2012; 2015]. The spectral amplitudes are 

normalized at each frequency from 1 to 24 Hz. The quasi-periodic modulation of the pulsating aurora is 

present at 2 to 6 Hz, and the rapid motions associated with the modulation, which are “apparent” patterns, 

appear at up to 20 Hz. The “apparent” patterns are mostly related to the rapid motion at the edges of 

pulsating patches, and are probably not due to a pure temporal intensity modulation.  
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Figure 5.7: Fourier spectral intensity map at 14:21:04 to 14:21:05 UT on 19 February 2014. 

 

From a 500 fps observation, a pulsating aurora with much faster (up to 54 Hz) intensity modulation 

has been reported [Kataoka et al., 2012], which was caused by pure temporal variation. Their study 

suggested that the time scale of the faster temporal variation is close to a repetitive frequency of 

subpackets inside a chorus element. In contrast to their study, our results indicate that the rapid intensity 

modulation is caused by the spatiotemporal variation. The mimicking intensity modulation that is much 

faster than the 3 ± 1 Hz modulation is a faulty result of the FFT analysis, since the intensity modulation 

is possibly caused by the rapid spatial variations. It is therefore important to distinguish between rapid 

spatial motions and temporal intensity variations to associate the different morphologies with their 

respective generation mechanisms.  
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As another approach to extract the spatial structures and temporal variations, Nishiyama et al. [2016] 

applied principal component analysis and FFT analysis to the rapidly varying pulsating aurora. They 

showed that the pulsating patch consisted of two components: the whole patch structure with ON–OFF 

switching toward equatorward and sub-structures with the back and forth motion at 3 Hz during the ON-

phase. These spatial motions are similar with what we focused in this study, although they concluded 

that the spatiotemporal property with two components is closely related to the generation and 

propagation process of the chorus waves.  

As an interesting example, event 3 shows peeling structures propagating away from the patch, which 

may resemble to the splitting/bifurcating arc phenomenon previously reported by Semeter et al. [2006; 

2008]. They interpreted the splitting of fine structured auroras to be due to dispersive Alfvén waves, and 

they reported similar frequencies and expansion speeds as we do. It would be interesting to see 

somewhat similar auroral appearance in both diffuse auroras and in discrete auroras, which may be 

connected by Alfvén waves. 

Our observation was conducted only for the first 10 s of every minute because of the acquirable data 

amount during the winter season. There is a limitation which we only investigate one or two ON-phases 

since the observations period is not so long to identify the repetitive ON–OFF switching of the main 

patch. Even though a continuous observation is possible, we think our conclusions do not change, 

because the expanding features were continuously observed at least for 45 minutes in this study. In 

addition, each expanding is rapid feature than the 10-s observational period. Nevertheless, continuous 

observations may provide new insight into the transition of the expanding motions of the pulsating 

features during several ON-phases. 

In this study, we focused on an active storm-time substorm event in which the rapid motions of the 

pulsating aurora were bright enough to be clearly identified. It is still an open question whether fainter 

pulsating patches during typical conditions have similar characteristics. More studies are necessary to 

understand the varieties of the pulsating aurora that appear at different conditions of magnetic local 

times, substorm phases, and auroral intensities. 

 

5.4 Conclusions 

During a storm-time substorm, rapid motions of pulsating features had typical speeds of tens of km 

s−1 at ionospheric altitudes, which are comparable to or less than the projected Alfvén speed from the 

magnetosphere to the ionosphere. The expansions are dominant along the east–west direction. The 

fastest non-repetitive events show expansion speeds of more than 150 km s−1. These results suggest that 

the possible formation mechanism for the rapid motions associated with the 3 ± 1 Hz modulation of the 

pulsating aurora can explained not by the projection of the oblique propagating chorus elements but by 
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both slow- and fast-mode Alfvén waves, although the chorus wave is needed to generate the quasi-

periodic 3 ± 1 Hz modulation.  
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6   General Discussion 

In this chapter, we comprehensively discuss the observational results obtained from Chapter 3 to 5.  

In Chapter 3, in order to elucidate the generation mechanisms of the flickering aurora, we statistically 

investigate the occurrence property by using the ground-based high-speed imager designed for the 

continuous observation. As a basic property of the flickering aurora, it is found that the occurrence rate 

is basically proportional to the background non-flickering auroral intensity. This result is consistent with 

the excitation mechanisms by EMIC waves which have been thought to be driven by beam electrons 

within the acceleration region. The bright auroras without the flickering modulation occasionally 

appears as the isolated arc. Since the arc width corresponds to the horizontal scale of the acceleration 

region, the results suggest that it is hard to excite EMIC waves within a narrow acceleration region. 

Although the previous numerical studies [e.g., Lund and Labelle, 1997] could not explain the realistic 

wave excitation model due to the low growth rate in the linear homogeneous plasma, the ground-based 

imaging observation is probably possible to determine the threshold of the arc width to growth EMIC 

waves.  

It is found that the flickering frequency is narrowband. This result is consistent with the satellite and 

the sounding rocket observations [e.g., Gustafsson et al., 1990; Erlandson and Zanetti, 1988]. The 

signature of narrowband waves indicates that the resonance region is restricted at a particular altitude. 

Our result shows the increase in the peak frequency from <10 to ~20 Hz, which corresponds to the 

altitude variation from >5000 km to ~2500 km, before the substorm onset. These signatures of the peak 

frequency and the frequency width suggest that the flickering aurora occurs at the low-altitude 

acceleration region regardless the substorm phase, based on the two-step evolution of the acceleration 

region investigated by AKR [e.g., Morioka et al., 2007]. This result shows that the low-altitude 

acceleration region would play an important role in the excitation of EIMC waves. The flickering 

frequency has no correlation with the background auroral intensity. This result is also consistent with 

the possibility that the resonant altitude is confined at the low-latitude acceleration region, because the 

auroral intensity generally tends to increase after the auroral breakup, as discussed above.  

We also found that the flickering amplitude and the background auroral intensity is approximately 

the linear relation. Assuming that the Landau resonance interaction between EMIC waves and electrons 

occurs, the minimum flickering amplitude is possibly caused by the minimum phase velocity to resonate 
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the electrons or caused by the minimum flux number to produce the flickering aurora, since the auroral 

intensity varies by the electron energy variation and by the electron flux variation. One of the 

possibilities to cause the variation of the flickering amplitude is the time variation of the peak energy of 

the FABs [Arnoldy et al., 1999]. The signature of the peak energy variation of the FABs was investigated 

by using simulation studies to produce the inverted-V flux modulation by a DC potential drop and 

resonant acceleration due to the inertial Alfvén wave pulse [Chen et al., 2005]. They concluded that the 

inverted-V electron flux is efficiently modified when the velocity of the inverted-V electrons is 

comparable to or smaller than the peak Alfvén speed. Assuming that the energy of the inverted-V 

electrons is proportional to the auroral intensity, the flux modulation becomes weaken with the auroral 

intensity. This tendency is qualitatively consistent with the inverse variation of the flickering amplitude 

ratio and the background auroral intensity. 

Figure 6.1 represents a schematic illustration of the necessary condition to generate the flickering 

aurora depending on the width of the horizontal potential structures.  

 

Figure 6.1: Schematic illustration of necessary conditions to occur the flickering aurora. 

Each case represents an auroral band (a), a multiple arc (b), and an isolated arc (c), 

respectively.  

 

In Chapter 4, in order to investigate the frequency property, 2D images of the fastest ever observed 

flickering aurora with frequencies exceeding 80 Hz were obtained from ground-based high-speed 

observations. The most plausible generation mechanism in the M–I coupling region, is H+-band EMIC 

waves. The observational results show that the typical flickering frequency was approximately 10 Hz, 

and thus, the resonance altitude between electrons and O+-EMIC waves can be estimated as 6000 km. 

Therefore, the frequency range of H+-EMIC waves with propagation angles of 0–90° is 40–160 Hz given 
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the assumption that all the multi-ion EMIC waves resonate electrons at the same altitude of 6000 km. It 

is observed that the frequency of the observed fastest flickering aurora corresponds to the lower 

frequency range of H+-EMIC waves. If the proposed hypothesis was true, much faster flickering aurora 

with the higher frequency range can also be detected in future by a higher speed imaging than that of 

the observations in the present study. 

We also showed that the resonance energy to satisfy the Landau resonance condition estimated from 

the frequency and the wavenumbers is consistent with the energy range of the inverted-V electrons. 

Whiter et al. [2010] reported that the electron energy to cause the flickering aurora exceeds the peak 

energy of the inverted-V electrons. They discussed the acceleration mechanism of flickering auroras by 

EMIC waves above auroral acceleration regions as one of the possible reasons. Our estimations of the 

resonance energy associated with EMIC waves, however, are lower than the previous study shown by 

Whiter et al. [2010]. These results indicate that the Landau resonance condition was possibly satisfied 

at the auroral acceleration altitude.  

Previous studies demonstrated the detectability of H+-band EMIC waves by using ray tracing 

calculations [Lund and LaBelle, 1997]. The results indicated that H+-band EMIC waves with a normal 

wave angle <10° can propagate to lower ionospheric altitudes as the source altitude decreases, though 

EMIC waves were significantly attenuated when compared with O+-band EMIC waves. The propagation 

properties are consistent with the observational result that the flickering aurora associated with H+-band 

EMIC waves was rarely observed when compared with that of the traditional O+-band EMIC wave.  

The temporal variation such as the sporadic appearance of the flickering aurora on a time scale of 0.1 

s is likely to originate from the rapid appearance and disappearance of the multi-ion EMIC waves. Due 

to such a sporadic appearance, the resonance altitude or the total electron density cannot be uniquely 

decided. These results potentially indicate that the generation mechanism is beyond the linear theory of 

multi-ion EMIC waves, and that it is necessary to consider nonlinear wave emission in the 

inhomogeneous plasma. Our results demonstrated in this study nonetheless are consistent with the 

hypothesis that flickering auroras are produced by multi-ion EMIC waves considering nonlinear theory 

as shown in Figure 6.2. However, our study could not explain the excitation mechanism of the sporadic 

multi-ion EMIC waves based solely on the high-speed imaging observation. A future study should 

include the high-speed imaging observation as well as the simulation study to reproduce observational 

evidence with a complicated spatiotemporal variation. 
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Figure 6.2: Schematic illustration of generation mechanisms of the fastest flickering aurora 

by multi-ion EMIC waves. 

 

Our results obtained from Chapter 3 to Chapter 4 suggest that flickering auroras are caused by the 

Landau resonance interaction with multi-ion EMIC waves at the low-altitude acceleration region with 

the broad horizontal scale. The generation mechanisms of the flickering aurora can be represented as 

shown in Figure 6.3. 

 

Figure 6.3: Schematic illustration of generation mechanisms of the flickering aurora by 

multi-ion EMIC waves. 
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In Chapter 5, we investigate the rapid moving features of the pulsating aurora as an application of the 

high-speed imaging observation, since spatial variation in pulsating patches associated with the 3 Hz 

intensity modulation has rarely been reported, except by Nishiyama et al. [2016]. During a pulsation 

ON-phase, repetitive expansions are often observed around the edges of pulsating patches. 

Approximately 80% of all the deduced expansion speeds were less than 70 km s−1 at ionospheric 

altitudes, which is less than the projected Alfvén speed from the magnetospheric equator to the 

ionosphere. Rapid motions with speeds of tens of kilometers per second are unlikely to be explained by 

obliquely propagating chorus elements, which are known to cause 3 Hz modulation, as a result of the 

calculation of the perpendicular speed of the oblique chorus waves.  

We discussed two possibilities to explain the rapid spatial motions of pulsating features by 

compressional Alfvén waves, which possibly changes the spatial distribution of electron density. The 

electron is scattered by the chorus wave, and then is changed their density distribution by the propagation 

of slow-mode waves and fast-mode waves [Cresswell, 1968]. The density variation can be considered 

as the spatial motion of the pulsating aurora. Some events showed a few detached expansions traveling 

away from the main deformed pulsating patch. The differences in the expansion speeds indicated two 

different formation mechanisms for the patch motions. We showed that ground-based, high-speed, fine-

scale observations were also useful for visualizing the wave-particle interaction that occurred near the 

magnetic equator region. 
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7   General Conclusions 

In this thesis, the generation mechanism for a flickering aurora was studied using ground-based high-

speed observations. The most important results of this thesis and future works are summarized below. 

 

7.1 Summary of this thesis 

 Development of continuous ground-based high-speed imaging system 

Continuous high-speed fine-scale observations have previously been thought to be difficult because 

of the need to store extremely large quantities of data. In order to resolve this problem, I designed a new 

observational system that is automatically controlled by a real-time auroral auto-detection based on a 

machine learning technique. The auroral auto-detection performance was 80% in comparison with the 

results determined by eye, and it could decrease the data amount by 75%. We finally enabled a 

continuous observational system with a spatial resolution of ~50 m at an altitude of 100 km and a 

temporal resolution of 320 fps over three winter seasons.  

 Basic property of flickering aurora 

In order to elucidate the generation mechanisms of a flickering aurora, we statistically investigate the 

occurrence property for the first time by using the auto-detection of the flickering aurora. The flickering 

appearance is approximately proportional to the background non-flickering auroral intensity. The peak 

frequency gradually increases during the time period before the substorm onset. The flickering 

frequency is narrowband and independent with the background auroral intensity. A bright aurora without 

the flickering structure had a property of the isolated arc. These results suggest that EMIC waves are 

consistent with the excitation mechanisms which has been thought to be driven within the acceleration 

region, and that the flickering aurora is generated at the low-latitude acceleration region with the broad 

horizontal scale. Although the results of numerical studies on the wave growth process of EMIC waves 

within the auroral acceleration region have been inconsistent in realistic conditions, these observational 

results may provide insight into the generation mechanisms of EMIC waves.  

 We also showed, for the first time, that the flickering amplitude (count) is proportional to the 

background non-flickering intensity, and that the flickering amplitude (%) varies inversely with the 

background non-flickering auroral intensity. This result suggests that there is likely to be exist the 
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minimum phase velocity to resonate the electrons or the minimum flux number to produce the flickering 

aurora.  

 Fastest flickering frequency 

For the first time, the high-speed imaging observation at 160 fps simultaneously detected the fastest 

flickering modulation that can be generated by an H+-band EMIC wave and the traditional flickering 

modulation at the O+ gyrofrequency. These results exactly support the conclusion that the flickering 

aurora is generated by EMIC waves that is excited in the multi-species plasma. We also showed that the 

Landau resonance condition is satisfied by using the estimated frequencies and wavenumbers. 

 Application of high-speed imaging observations 

Rapidly moving features of the pulsating aurora were investigated as an application of the high-speed 

imaging observation. During a pulsation ON-phase, repetitive expansions are often observed around the 

edges of pulsating patches. Approximately 80% of all the deduced expansion speeds were less than 70 

km s−1 at ionospheric altitudes, which is less than the projected Alfvén speed from the magnetospheric 

equator to the ionosphere. Rapid motions with speeds of tens of kilometers per second are unlikely to 

be explained by obliquely propagating chorus elements, which are known to cause 3 Hz modulation, 

because the perpendicular speed of the oblique chorus waves is faster than the Alfvén speed. We suggest 

that the slow-mode Alfvén wave as a candidate to modulate the electron density distribution to generate 

these rapid spatial motions. Some events showed the expansion speed over150 km s-1 . We showed that 

ground-based, high-speed observations were also useful for visualizing the wave-particle interaction 

that occurred near the magnetic equator region. 

  

7.2 Future Work 

In this thesis, we could neither statistically investigate the threshold of the flickering appearance nor 

quantitatively discuss the excitation of EMIC waves. In terms of a comprehensive understanding of the 

physical process within the acceleration region, we need to research the differences in the occurrence 

conditions between a flickering aurora and other fine-scale auroral motions, which are both formed by 

DAWs, as shown by Semeter et al. [2006]. In addition, a study of the flickering appearance using broad 

FOV images may be important to obtain a picture of the excitation of EMIC waves in a mesoscale 

auroral structure, although only narrow FOV images were used in this thesis. Because 100° × 100° FOV 

images that show flickering auroras have already been acquired, we can start comparative studies of the 

auroral morphology on the global scale by using ground-based THEMIS all-sky imagers or DMSP 

satellites. 

The previous studies on the energy property of the precipitated electrons that create a flickering aurora 

have not been sufficient to understand the interaction between an electron and EMIC waves. To 

investigate the electron energy based on ground-based observations, multi-spectral cameras with high 



125 

 

spatiotemporal resolutions are necessary. In addition, ground-based high-speed stereoscopic 

observations would also be useful for identifying auroral emission heights, as shown by Kataoka et al. 

[2016]. The most effective method would be simultaneous observations using satellites monitoring 

waves and particles within or below the acceleration region and ground-based high-speed imagers. More 

particularly, we need to test the similarity of the frequencies between the electron flux modulation, 

EMIC waves, and the auroral intensity modulation, to confirm the existence of the TOF effect of the 

FAB, and to estimate the source altitude of the FAB. We finally check the consistency of the flickering 

frequency and the local cyclotron frequency at the source altitude of the FAB. These detailed 

investigations of the one-to-one correspondence between the electron flux modulations, EMIC waves, 

and auroral intensity modulation is sure to clarify the wave-particle interaction inside or around the 

acceleration region. Our results of the fastest flickering aurora show that the time resolution of 160 fps 

was not enough to detect the modulation generated by H+-band EMIC waves. When the O+ 

gyrofrequency is assumed to be 20 Hz, a sampling rate faster than 320 fps is essential. Comparative 

studies between these high-speed fine-scale imaging and high-resolution radar observations such as 

EISCAT_3D would provide new insights to comprehend the fine-scale auroral morphology.  
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Appendix: EMIC wave in Multicomponent Plasma 

We consider a cold plasma consisting of electrons and various types of ions with an externally 

imposed static uniform magnetic field. The quantities of S, D, and P which are component of a dielectric 

tensor are defined as follows: 

𝑆 = (𝑅 + 𝐿) 2⁄ , 𝐷 = (𝑅 − 𝐿) 2⁄   

𝑅 = 1 − ∑
𝑋𝛼

1 + 𝜖𝛼|𝑌𝛼|
𝛼

 

𝐿 = 1 − ∑
𝑋𝛼

1 − 𝜖𝛼|𝑌𝛼|
𝛼

 

𝑃 = 1 − ∑ 𝑋𝛼

𝛼

 

The subscript α stands for the αth particles, and ϵα is the sign of the charge. Xα and Yα are given by  

𝑋𝛼 = (
𝜔𝑝,𝛼

𝜔
)

2

and 𝑌𝛼 =
𝜔𝑐,𝛼

𝜔
. 

Assuming the magnetic field of B0 is parallel to the z-axis and the refraction vector n which is parallel 

to wave vector k is in the x-z plane at an angle θ relative to B0, k becomes (ksinθ, 0, kcosθ). If the 

determinant of the matrix of the wave equation is zero, the dispersion relation can be written in the form  

𝐴𝑛4 − 𝐵𝑛2 + 𝑃𝑅𝐿 = 0, 

where 

𝐴 = 𝑆𝑠𝑖𝑛2𝜃 + 𝑃𝑐𝑜𝑠2𝜃 

𝐵 = 𝑅𝐿𝑠𝑖𝑛2𝜃 + 𝑃𝑆(1 + 𝑐𝑜𝑠2𝜃). 

This equation is a quadratic in n2 and can be solved using the quadratic formula, which gives 

𝑛2 =
𝐵 ± 𝐹

2𝐴
, 

where the term F can be written in the positive definite form 

𝐹2 = (𝑅𝐿 − 𝑃𝑆)2𝑠𝑖𝑛4𝜃 + 4𝑃2𝐷2𝑐𝑜𝑠2𝜃. 

The relation of θ is given by 

𝑡𝑎𝑛2 𝜃 = −
𝑃(𝑛2 − 𝑅)(𝑛2 − 𝐿)

(𝑆𝑛2 − 𝑅𝐿)(𝑛2 − 𝑃)
. 
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When the wave propagates parallel to the magnetic field, θ=0, in the three-ion plasma (H+, He+, and 

O+), the dispersion relation of two modes can be obtained as bellow: 

𝑛𝑅
2 = 𝑅 = 1 −

𝜔𝑝𝑒
2

𝜔2

1

1 − 𝜔𝑐𝑒/𝜔
−

𝜔𝑝𝐻+
2

𝜔2

1

1 + 𝜔𝑐𝐻+/𝜔
−

𝜔𝑝𝐻𝑒+
2

𝜔2

1

1 + 𝜔𝑐𝐻𝑒+/𝜔
−

𝜔𝑝𝑂+
2

𝜔2

1

1 + 𝜔𝑐𝑂+/𝜔
, 

𝑛𝐿
2 = 𝐿 = 1 −

𝜔𝑝𝑒
2

𝜔2

1

1 + 𝜔𝑐𝑒/𝜔
−

𝜔𝑝𝐻+
2

𝜔2

1

1 − 𝜔𝑐𝐻+/𝜔
−

𝜔𝑝𝐻𝑒+
2

𝜔2

1

1 − 𝜔𝑐𝐻𝑒+/𝜔
−

𝜔𝑝𝑂+
2

𝜔2

1

1 − 𝜔𝑐𝑂+/𝜔
. 

The nR
2 indicates the index of the refraction of right-hand (R mode) polarized waves, and represents 

whistler mode waves propagating with the frequency range of ω < ωce. The nL
2 indicates the index of 

the refraction of left-hand (L mode) polarized waves, and represents EMIC waves propagating with the 

frequency range of ω < ωci. The whistler wave is not relatively affected by the presence of heavier ions; 

however, EMIC waves in the multi-ion plasma has characteristic frequencies. For finite k⊥, the two 

modes couple at a crossover frequency ωco (L = R), and the L mode branch approaches a cutoff 

frequency ωcut (L = 0) as k∥ → 0. For k⊥ = 0, the two modes coexist at this frequency, and ion hybrid 

resonance occurs at an ion hybrid resonance frequency ωh (R + L = 0). These frequencies between two 

ion gyrofrequencies, ωci1 and ωci2, represent a magnitude relationship as follow: ωci1 < ωh < ωcut < ωco 

< ωci2, and are generally depending on the total plasma density and the ion composition ratio.  

Figure A.1-3 show the dispersion relations of EMIC waves with the propagation angle of 0°, 45°, 

60°, 89° in the three-ion plasma (H+, He+, and O+). Figure A.1 represents the dependence of the different 

total electron densities, 0.1, 10, and 1000 cm-3, when the altitude and the ion composition ratio are 3500 

km and H+ : He+ : O+ = 50 : 10 : 40, respectively. The density variation is assumed to be within and 

outside the auroral cavity. It can be seen that gradients of the dispersion relations at small perpendicular 

wavenumbers are significantly modified by the total electron number. Figure A.2 exhibits the 

dependence of the altitude, 3500 km, 5000 km, and 6500 km, when the total electron density and the 

ion composition ratio are 0.1 cm-3 and H+ : He+ : O+ = 50 : 10 : 40, respectively. The altitude is assumed 

to be the auroral acceleration region. It is clear that the altitude mainly changes the resonance frequency 

depending on the magnetic field strength. Figure A.3 shows the dependence of the ion composition 

ratio, H+ : He+ : O+ = 50 : 30 : 20, 70 : 10 : 20, and 20 : 40 : 40, when the total electron density and the 

altitude are 0.1 cm-3 and 3500 km, respectively. Although these ratios also include unrealistic conditions, 

it can be seen that the ratio variation makes slight changes of the gradient of the dispersion relations.  
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Figure A.1: A dependence of the total electron density ((a) 0.1 cm-3, (b) 10 cm-3, and (c) 

1000 cm-3) on the dispersion relations of EMIC waves in the multicomponent plasma, when 

the ion composition ratio is H+ : He+ : O+ = 50 : 10 : 40, and the altitude is 3500 km.  
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Figure A.2: A dependence of the altitude ((a) 3500 km, (b) 5000 km, and (c) 6500 km) on 

the dispersion relations of EMIC waves in the multicomponent plasma, when the total 

density is 0.1 cm-3 and the ion composition ratio is H+ : He+ : O+ = 50 : 10 : 40.  
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Figure A.3: A dependence of the ion composition ratio (H+ : He+ : O+ = (a) 50 : 30 : 20, (b) 

70 : 10 : 20, and (c) 20 : 40 : 40) on the dispersion relations of EMIC waves in the 

multicomponent plasma, when the total density is 0.1 cm-3 and the altitude is 3500 km.  
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